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INTRODUCTION 

Evaluating another person’s personality is an essential part of human life. How an 

individual reacts to a certain trigger, let it be a statement, strongly depends on his 

personality. Therefore, knowledge about the personality of a conversational counterpart 

is crucial to predict how he or she will react to a question or an answer. Personality is 

commonly understood as “patterns of thought, emotion, and behavior that are relatively 

consistent over time and across situations” (Funder 2012). If personality is as 

aforementioned defined as stable “over time and across situations”, then it has to be 

differentiated from the character, which might change as an actor plays a role. A large 

proportion of an individual’s outer behavior can be explained by the inner personality. The 

outer behavior as a result of the personality determines various socio-demographic 

attributes, like job satisfaction (Furnham et al. 2002), the success of romantic relationships 

(Noftle, Shaver 2006), job performance (Barrik, Mount 1991) or high income, conservative 

political attitudes, early life adjustment to challenges, and social relationships (Soldz, 

Vaillant 1999). Humans can infer another person’s personality pretty precise. A first 

impression like a short video in many cases is enough to asses a personality (Carney et 

al. 2007). However, personality assessment is not limited to the social-cognitive domain 

of human brains – machine learning models attempt to predict personalities as well, or 

even better than humans. The internet provides a vast amount of data regarding personal 

information about its users – to so-called digital footprint. Especially social networks offer 

personal data in a very condensed form, the social-media footprint. Social media 

networks, which are online platforms, where people create a profile of themselves and 

communicate with other users or artificial persons like newspaper, offer a wide range of 

personal data to the broad community, as well as the network and its developers. In the 

year 2014 49.7 % of the German internet participated in social media networks 

(Statistisches Bundesamt 3/16/2015) with an upward trend. Furthermore, social media 

networks, like Facebook, provide the possibility to “like” something, which means at first: 

the user starts to follow a certain page and therefore receives updates and messages 

from the page and secondly: that the user publicly declares that he or she likes the page, 

visible to other users. However, it has been shown that the profile of a social network user 

indeed reflects the individual user and his personality and not an “idealized” version of 
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themselves (Back et al. 2010). Hence, these profiles seem to be unbiased, or at least as 

biased as the personality tests themselves.  

On the other side are the Facebook pages. A page in this case can be related to anything 

that a user started, let it be a political attitude, an artificial person, a company or a special 

kind of food. Any page can be created, and every user can give it a “Like”. Facebook, as 

the biggest social media network as of today (Statista 2017) offers the possibility to collect 

data about a user’s Facebook likes, if the user agrees to the request. Due to the generic 

nature of Facebook likes and the relevance of personality assessment as a crucial part of 

social living, this paper focuses onto machine personality prediction based on Facebook 

likes. However, listening to music from a certain group in a web browser or reading a 

certain online newspaper can be easily translated into the Facebook like analogy and vice 

versa, which means that findings from this study are unlikely limited to the domain of 

Facebook likes. 

PERSONALITY ASSESMENT 

Various researchers gave different definitions of what constitutes an individual’s 

personality. The concept of personality is a merely abstract one, defining underlying traits 

of an individual’s character. While a character could be consciously adjusted to the actual 

situation, like an actor plays a role, is the personality of an individual independent of the 

situation, environment or any kind external influence. Hence, personality describes a 

merely generic kind of psychological trait set. Because of its independence regarding 

external influences is a desirable trait of a definition of personality a certain amount of 

stability over time, cross-cultural stability and – what many models lack – a descriptive 

model, a taxonomy. The Big 5 taxonomy evolved out of this indifference in the researching 

community, as it does not represent a certain theoretical argumentation, neither does it 

replace previous or other perspectives; it is on one hand derived from natural language 

data and on the other hand, “[…] the Big Five taxonomy serves an integrative function 

because it can represent the various and diverse systems of personality description in a 

common framework […]” (John et al. 2008, p.116). The Big Five model has been verified 

by various studies and it is sensible to claim that it is considered the international standard 

model regarding personality as it has been used in more than 3000 studies in the last 20 
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years (John et al. 2008, p.116), a result of its intercultural stability (John, Srivastava) and 

the attributability to genetics instead of environment (Bouchard, McGue 2003). McCrae et 

al. found that “heritability, limited parental influence, structural invariance across cultures 

and species, and temporal stability all point to the notion that personality traits are more 

expressions of human biology than products of life experiences” (McCrae et al. 2000, p. 

177). The Big 5 taxonomy itself, namely Openness, Conscientiousness, Extraversion, 

Agreeablesness and Neuroticism, as defined by John et al. (2008) can be found in Table 

1 – The Big Five Taxonomy. 

As aforementioned, did the Big Five Model evolve from the idea that individuals express 

their personality by the way they phrase and their wording. This idea was first formulated 

by Allport and Odbert (1936) where the authors defined different lexica for the different 

dimensions of personality, the so called “nomenclature”. However, expressions of 

personality are neither limited to the sphere of linguistics, as it has been shown that 

personality can be predicted from spaces people inhabit (Gosling et al. 2002), nor is 

personality assessment limited to the capabilities of the human brain. Keeping the 

nomenclature in mind, the first approaches of machine based personality assessment 

make use of textual data and their linguistic features. Fruyt et al. (2004) used a modern 

version of the nomenclature to predict the Big Five inventory. So did Fast and Funder 

(2008), who predicted personality profiles based on samples of written text, furthermore 

is the individual personality predictable from linguistic features derived from weblogs 

(Oberlander, Nowson 2006). This indicates that personality assessment is a merely 

unique human ability.  
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Table 1 – The Big Five Taxonomy 

 
 Openness  Conscientiousness Extraversion  Agreeableness Neuroticism 
Verbal 
labels 

Originality 
Open-
Mindedness 

Contstraint 
Controle of impulse 

Enthusiasm 
Energy 

Altruism 
Affection 

Negative 
Emotionality 
Nervousness 

Conceptual 
definition 

Describe the 
breadth, 
depth, 
originality, and 
complexity of 
an individual’s 
mental of 
experiential life 

Describes socially 
prescibed impulse 
control that 
facilitates task- and 
goal- directed 
behaviour, such as 
thinking before 
acting, delaying 
gratification, 
following norms and 
rules, and planning, 
organizing and 
proritizing taks 

Implies an 
energetic 
approch toward 
to the social 
and material 
world and 
includes ttraits 
such as 
sociability, 
activity, 
assertiveness 
and positive 
emotionality 

Contrats a 
prosocial and 
communal 
orientation 
toward others 
with 
antagonism and 
includes traits 
such as 
altruism, 
tender-
mindedness, 
trust and 
modesty 

Contrasts 
emotional 
stability and 
even-
temperedness 
with neagtive 
emotionality, 
such as felling 
anxious, 
nervous, sad 
and tense 

Behavioral 
examples 

Take the time 
to learn 
something 
simply for the 
joy of learning; 
Watch 
documentaries 
or educational 
TV; Come up 
with novel 
setups for my 
living space; 
Look for 
stimulating 
activities that 
break up my 
routine 

Arrive early or on 
time for 
appointments; Study 
hard in order to get 
the highest grade in 
class; Double-check 
a term paper for 
typing and spelling 
errors; Let dirty 
dishes stack up for 
more than one day 
(R) 

Approach 
strangers at a 
party and 
introduce 
myself; Take 
the lead in 
organizing a 
project; Keep 
quit when I 
disagree with 
others (R) 

Emphasize the 
good qualities 
of other people 
when I talk 
about them; 
Lend things to 
people I know 
(e.g. class 
notes,  books, 
milk); Console a 
friend who is 
upset 

Accept the 
good and the 
bad in my life 
without 
complaining or 
bragging (r); 
Get upset 
when 
somebody is 
angry with me; 
Take it easy 
and relax (R) 

Examples 
of external 
criteria 
predicted 

High pole:  
Years of 
education 
completed; 
better 
performance 
on creativity 
tests; success 
in artistic jobs; 
create 
distinctive-
looking work 
and home 
environments 
Low pole: 
Conservative 
attitudes and 
political party 
preference 

High pole: Higher 
academic grade-
point averages; 
better job 
performance; 
adherence to their 
treatment regimens; 
longer lives 
Low pole: Smoking, 
substance abuse, 
and poor diet and 
exercise habits; 
attentiondeficit/ 
hyperacticity 
disorder (ADHD) 

High pole: 
Social status in 
groups and 
leadership 
positions; 
selection as 
jury foreperson; 
positive 
emotion 
expression; 
number of 
friends and sex 
partners 
Low pole: 
Poorer 
relationships 
with parents; 
rejection by 
peers 

High pole: 
Better 
performance in 
work groups 
Low pole: Risk 
for 
cardiovascular 
disease, 
juvenile 
deliquency, 
interpersonal 
problems 

High pole: 
Poorer coping 
and reactions 
to illness; 
experience of 
burnout and job 
changes 
Low pole: 
Feeling 
committed to 
organizations; 
greater 
relationship 
satisfaction 
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RELATED WORK 

First attempts of algorithmic personality predictions using data from social media profiles, 

were also based on language and derived linguistic features (Mairesse et al. 2007). 

Personality traits do not just reveal themselves in the wording of an individual, but also in 

the number of friends in a social network. Bai et al. (2012) used social media profiles from 

the most popular Chinese platform RenRen to predict personality. They enriched their 

linguistic features with socio-demographic, geographic data and the user’s RenRen 

network density to improve prediction accuracy. Bachrach et al. (2012) tested various 

possible features based on Facebook data, for example network density, number of 

uploaded photos, number of group memberships etc. Also browsing logs (Goel et al. 2012) 

were shown to be predictive of personality, as well as personal online blogs (Marcus et al. 

2006) and collections of music that users listen to (Rentfrow, Gosling 2003). Furthermore, 

personality can be predicted from Facebook friendship network density and number of 

friends, or from Twitter profiles (Quercia et al. 2011). Even the location within the 

Facebook friendship network was shown to be predictive of the user’s sexual orientation 

(Jernigan, Mistree 2009). Major research regarding predicting personality from Facebook 

Likes comes from Stanford University researchers Kosinski et al. (2013) and Youyou et 

al. (2015). Kosinski et al. (2013) applied singular value decomposition and linear 

regressions onto a dataset of N=55.814 Facebook users and their respective Facebook 

likes to predict socio-demographic details and four of the Big Five personality traits. Using 

n=170 Facebook likes per user on average did the method peak at a Pearson Correlation 

Coefficient of Agreeableness 0.3, Extraversion 0.4, Consciousness 0.29, and Openness 

0.43. Youyou et al. (2015) represent state of the art research. The team used Least 

Absolute Shrinkage and Selection Operator (LASSO) to select the relevant Facebook 

Likes for a linear regression. Using an estimate of n=227 Facebook Likes on average for 

a user did the method peak at a Big Five average accuracy of PCC~0.56 and showed a 

log-linear relationship between the number of Facebook Likes and prediction accuracy. 

As aforementioned, this model can be seen as the state of the art solution to predict 

personality based just on Facebook Likes, therefore this method was used as a baseline 

performance indicator for this paper. 
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DATA 

The dataset used in this study, which is the same as used by Youyou et al. (2015), was 

obtained from the myPersonality project. The project was hosted at Stanford University 

and offered psychometric tests and feedback on their scores, while collecting the 

respective user’s Facebook Likes. The sample used for this study consists of N=10000 

instances of the five personality dimensions and the user’s corresponding Facebook Like 

structure. The following chapter provides descriptive statistics and information about 

correlations and non-independence in the data. 

Descriptive Statistics 

TARGET VARIABLES 
 

  Openness Consciousness Extraversion Agreeableness Neuroticism       

Mean 4.02 3.63 3.61 3.60 2.71 
Std 0.63 0.70 0.82 0.68 0.81 
Min 1.25 1.00 1.00 1.00 1.00 
25% 3.65 3.20 3.00 3.25 2.10 
50% 4.10 3.70 3.75 3.70 2.75 
75% 4.50 4.15 4.25 4.08 3.25 
Max 5.00 5.00 5.00 5.00 5.00 

 

The Big 5 dimensions are measured in an interval {1,5} and they tend to correlate. A data 

visualization can be found in Figure 4: Target variables boxplot and Figure 8 - Target 

variable (paired co-) density plots in the appendix. Note that the distribution of the 

dimensions Consciousness, Extraversion and Agreeableness are very close to each 

other. 

EXPLANATORY VARIABLES 
The explanatory variables in this case are  the like structure of the Facebook User. The 

dataset consists of 93.871 possible Facebook Likes and 10000 instances. Note that users 

with less than 20 Facebook Likes have been excluded. Table 3 - Descriptive statistics of 

Like structures shows that the Facebook Like structures are very imbalanced 

Table 2 - Descriptive statistics of the Target Variable (N=10000) 
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from both perspectives: Number of Likes per user 

and Number of likes per page. The number of Likes 

per user varies from 0 to 2807 and the number of 

Likes per page varies from 0 to 2397, keeping the 

quantiles in mind, this does indicate a very 

imbalanced dataset. Therefore, a desirable trait of 

the model would be a certain level of independence 

from the amount of Facebook Likes available. Using 

the Facebook Likes as features (m ϵ M) results in a 

very high dimensional problem setup as M >> N. 

Furthermore, the data is extremely sparse with just 

~0.08% of available Facebook Likes, or in other words: the user does not like a random 

page in 99.92% of the cases. Taking all the arguments into consideration, the data is 

imbalanced regarding amount of likes per user, as well as for pages, it is extremely sparse 

and very high dimensional. 

Correlation and independence 

Independence is an important standard assumption in machine learning theory, therefore 

it is crucial to understand why the features are not independent in this dataset. Two 

random variables X and Y are said to be uncorrelated when their correlation coefficient is 

zero: 

𝜌(𝑋, 𝑌) =  0 Equation 1 

since 

𝜌(𝑋, 𝑌) =  
𝐶𝑜𝑣[𝑋, 𝑌]

ඥ𝑉𝑎𝑟[𝑋]𝑉𝑎𝑟[𝑌]
 

Equation 2 

being uncorrelated equals saying the covariance is zero. As 

𝐶𝑜𝑣[𝑋, 𝑌] =  𝐸[𝑋𝑌] − 𝐸[𝑋]𝐸[𝑌] Equation 3 

having zero covariance is the same as  

𝐸[𝑋𝑌] =  𝐸[𝑋]𝐸[𝑌] Equation 4 

 
Likes per User Likes per Page 

   

Count 10000 93871 

Mean 72.26 7.70 

Std. 102.37 32.95 

Min 20.00 0.00 

25% 29.00 0.00 

50% 44.00 1.00 

75% 75.00 5.00 

Max 2807 2397 

Table 3 - Descriptive statistics of 
Like structures 
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If the expectation of the product factors equals the product of the expectations, then two 

variables are uncorrelated. If 𝜌(𝑋, 𝑌) ≠  0  then two variables are (at least slightly) 

correlated. Another case is the statistical independence. Two variables are said to be 

independent if their joint probability distribution is the product of their marginal probability 

distributions.  

That means for all x ϵ X and y ϵ Y: 

𝑝௑,௒(𝑥, 𝑦) =  𝑝௑(𝑥) 𝑝௒(𝑦) Equation 5 

This means that the conditional distribution is the same as the marginal distribution 

𝑝௑|௒(𝑦|𝑥) =  𝑝௒(𝑦) Equation 6 

If X and Y are not independent, then they are dependent by definition. The link between 

correlation and independence is conditional: If X and Y are independent, then they are 

also uncorrelated, however if X and Y are uncorrelated, then they can still be dependent. 

This can be proven by showing that: 

𝐸[𝑋𝑌] = 
ඵ 𝑥, 𝑦 𝑝௑,௒(𝑥, 𝑦) 𝑑𝑥𝑑𝑦  

 

 
ඵ 𝑥, 𝑦 𝑝௑(𝑥) 𝑝௒(𝑦) 𝑑𝑥𝑑𝑦  

Equation 7 

 

 
න 𝑥 𝑝௑(𝑥) ൬න 𝑦 𝑝௒(𝑦) 𝑑𝑦൰ 𝑑𝑥 

 

 
൬න 𝑥 𝑝௑(𝑥) 𝑑𝑥൰ ൬න 𝑦 𝑝௒(𝑦) 𝑑𝑦൰ 

 

 = 𝐸[𝑋]𝐸[𝑌]  

Therefore, it is sufficient to proof that two variables are correlated in order to show that 

they are not independent. The most common way to show that two random variables are 

correlated is the Pearson correlation coefficient (PCC). The PCC is common sense to 

proof two variables are either correlated or uncorrelated and has the null-hypothesis of 

H଴: ρ = 0  and an alternative hypothesis of H஺: ρ ≠ 0  in the case of a two-tailed 

significance test. A pairwise combination without repetition of possible Facebook Likes 

occurring at least 100 times in the dataset has been conducted. The PCC has been 

calculated on every pair of this combination, showing that on a significance level of 

alpha=5% the null-hypothesis had to be rejected for 34.66 % of the pairs. Furthermore, 
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nearly all possible Facebook Likes have at least one correlated counterpart (namely 

99.91%). Therefore, it is sensible to say that Facebook Likes in general are correlated and 

that means that they are not independent. 

METHOD 

The previous chapter showed that the data is extremely sparse, highly imbalanced, high-

dimensional and that the features are not independent. The multicollinearity can be 

handled using non-linear regression algorithms. The two most common families of 

techniques that are based on fitting the parameters of complex, nonlinear functions are 

nonlinear support vector machines and neural networks (Provost, Fawcett 2013). As 

visualized in Figure 8 - Target variable (paired co-) density plots (see the Appendix) the 

target variables nearly follow a normal distribution, hence is it sensible to make use of 

support vector machines with a Gaussian (radial basis function) kernel to predict the 

personality traits. Feature selection is used to reduce the dimensionality. Furthermore,  

support vector machines benefit from feature selection in terms of performance, as well 

as computational costs. 

Feature selection 

A common approach when working with high dimensional data is to perform a feature 

selection. Feature selection is mainly done for the sake of interpretability and to improve 

prediction accuracy. Especially in regression tasks models often reveal a low bias but a 

high variance. A common approach to lower the amount of variance in prediction accuracy 

is to set some coefficients to zero – in other words: the selection of the most important 

features only. In many cases does the model’s bias increase, but the increase is much 

smaller than the decrease in variance; therefore, overall prediction accuracy increases. In 

machine learning literature, this is often referred to as the “bias-variance tradeoff”.  In 

addition to that, does the model indeed get more interpretable: a model that makes use 

of many different features is intuitively much harder to understand than a model that just 

makes use of the most important features. It is sensible to phrase this as a “bias-

interpretability tradeoff” in which a model may gains a small of amount of bias but wins a 

big amount of interpretability (Hastie et al. 2009, p.57). 
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However, the most important argument to make use of feature selection in this case is 

that SVMs strongly benefit from feature selection in terms of performance (Guyon et al. 

2002, p.15), and computational costs. 

Feature selection techniques can be split into two different methods: “hard-thresholding” 

and “soft- thresholding”. Hard-thresholding is thereby commonly known as subset 

selection. Hastie et al. (2009, p.61) state: 

The process of subset selection, which is basically a process of finding a subset of the features and 
ignoring the rest, is interpretable and it can lower the prediction error in many cases. However, it is 
a discrete process that exhibits variance. Small changes in the threshold can result in big changes 
of the subset. Shrinkage models, as the Ridge or the LASSO, have a continuous nature and 
therefore they tend to exhibit less variance than subset selection. One of the most modern feature 
selection algorithms is the Elastic Net, which combines two desirable traits of the Ridge and LASSO 
Regression. 

The next chapters will introduce the Elastic Net feature selection. 

RIDGE REGRESSION 
The Ridge regression model is continuous, because it does not explicitly discard features 

from the model, instead it punishes every coefficient by its magnitude in the Euclidian 

space. It makes use of soft-thresholding by minimizing the penalized sum of squares with 

its coefficients. The Ridge regression is defined as follow: 

 

𝛽መ  ௥௜ௗ௚௘ = 𝑎𝑟𝑔𝑚𝑖𝑛ఉ ෍ ቌ𝑦௜ − 𝛽଴ − ෍ 𝑥௜௝𝛽௝

௣

௝ୀଵ

ቍ

ே

௜ୀଵ

ଶ

, 

subject to ∑ 𝛽௝
ଶ௣

௝ୀଵ ≤ 𝑡 

        Equation 8  -  

Ridge Regression 

, where 𝑥 ∈ 𝑋 is the feature set, 𝛽௝ a coefficient in the regression model, 𝑦௜ the true value 

and 𝑡 the hyperparameter. The smaller t is, the less features will be selected by the model.  

Hastie et al. (2009, p.63) state that “a wildly large positive coefficient on one variable can 

be canceled by a similarly large negative coefficient on its correlated cousin. By imposing 

a size constraint on the coefficient […], this problem is alleviated”. The squared sum of 

coefficients is at maximum t, being the reason for calling this a L2 penalty term. The L2 

constraint keeps the solution of the Ridge regression linear in the yi, resulting in a closed-

form solution and relatively low computational costs. The disadvantage of Ridge 

regression is that it cannot (at least in practice) set coefficients of features exactly to zero 
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due to the nature of the L2 penalty term which imposes a penalty onto coefficients but 

never sets them exactly zero. Ridge regression imposes a proportional shrinkage onto 

every coefficient, therefore Ridge regression is not a “feature selector” on its own. 

LASSO REGRESSION 
The Least Absolute Shrinkage and Selection Operator (LASSO) regression is much like 

the Ridge regression, but with an important difference in its constraint. It is defined as 

follows: 

𝛽መ  ௟௔௦௦௢ = 𝑎𝑟𝑔𝑚𝑖𝑛ఉ ෍ ቌ𝑦௜ − 𝛽଴ − ෍ 𝑥௜௝𝛽௝

௣

௝ୀଵ

ቍ

ே

௜ୀଵ

ଶ

, 

subject to ∑ |𝛽௝ |
௣
௝ୀଵ ≤ 𝑡 

 

Equation 9 - 

LASSO 

Regression 

Note that the minimization problem is the same as in Equation 8  -of the Ridge regression; 

just the penalty changed from the sum of squared coefficients ≤ t (Ridge) to sum of 

absolute values ≤ t (LASSO), that means the L2 penalty has been replaced by an L1 

penalty term. The L1 penalty term makes the LASSO regression a non-linear minimization 

problem, which is a quadratic programming problem. However, the L1 penalty term makes 

the LASSO regression more interpretable: imposing a penalty of 𝑡 = ∑ |𝛽௝ |
௣
௝ୀଵ  results in 

nothing different than an ordinary least squares regression and 𝑡 = (∑ |𝛽௝ |௣
௝ୀଵ )/2 in an 

ordinary least squares regression where all coefficients are shrunk by on average circa 

50%.  

LASSO regression shrinks the absolute values towards zero, Ridge instead shrinks the 

sum of squared coefficients. The result is that LASSO provides a sparse solution, as 

shown in The relation between the LASSO and Ridge becomes clearer with their 

generalized form: 

𝛽෨ = 𝑎𝑟𝑔𝑚𝑖𝑛ఉ ൞ ෍ ቌ𝑦௜ − 𝛽଴ − ෍ 𝑥௜௝𝛽௝

௣

௝ୀଵ

ቍ

ଶ

+ 𝜆 ෍ห𝛽௝ห
௤

௣

௝ୀଵ

ே

௜ୀଵ

ൢ  

Equation 10 - 

LASSO/Ridge 

generalization 

, where ∑ ൫𝑦௜ − 𝛽଴ − ∑ 𝑥௜௝𝛽௝
௣
௝ୀଵ ൯ே

௜ୀଵ  is the estimator from Equation 8  -and Equation 9 - and 

𝜆 ∑ ห𝛽௝ห
௤௣

௝ୀଵ  the generalized constraint. Using this generalized form makes clear that 



 

15 
 

LASSO and Ridge regression just differ in the choice of q. While LASSO regression uses 

q=1 does Ridge regression use q=2. One can say that LASSO efficiently eliminates trivial 

features, but from a group of highly correlated features LASSO tends to pick the most 

predictive features and shrink the others to zero. 

 The relation between the LASSO and Ridge becomes clearer with their generalized form: 

𝛽෨ = 𝑎𝑟𝑔𝑚𝑖𝑛ఉ ൞ ෍ ቌ𝑦௜ − 𝛽଴ − ෍ 𝑥௜௝𝛽௝

௣

௝ୀଵ

ቍ

ଶ

+ 𝜆 ෍ห𝛽௝ห
௤

௣

௝ୀଵ

ே

௜ୀଵ

ൢ  

Equation 10 - 

LASSO/Ridge 

generalization 

, where ∑ ൫𝑦௜ − 𝛽଴ − ∑ 𝑥௜௝𝛽௝
௣
௝ୀଵ ൯ே

௜ୀଵ  is the estimator from Equation 8  -and Equation 9 - and 

𝜆 ∑ ห𝛽௝ห
௤௣

௝ୀଵ  the generalized constraint. Using this generalized form makes clear that 

LASSO and Ridge regression just differ in the choice of q. While LASSO regression uses 

q=1 does Ridge regression use q=2. One can say that LASSO efficiently eliminates trivial 

features, but from a group of highly correlated features LASSO tends to pick the most 

predictive features and shrink the others to zero. 

 

ELASTIC NET 
As aforementioned, SVMs 

benefit from feature 

selection in terms of 

performance and 

computational costs. The 

LASSO regression performs 

a feature selection, but it 

tends to select only the most 

predictive feature from a group of correlated features and sets all the others zero. The 

Ridge regression on the other hand does not provide feature selection but it shrinks 

correlated features towards each other, which is a desirable trait using a SVM with a radial 

basis function kernel, which is able to make use of interactions between features.  

 

Figure 1 from (Hastie et al. 2009),p.72. Ridge and LASSO Regression. 

From Estimation visualization of the LASSO (left) and the Ridge 

(right). The blue area visualizes the constraint region of the penalty 

term L1 and L2, respectively, in the case of two coefficients. The red 

ellipse shows the shape of the error function. Due to the cornered 

shape of the L1 penalty is it likely that one of the coefficients is set 

equal zero, in contrast right hand L2 penalty. 
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The elastic net (EN) is a compromise between Ridge and the LASSO using the EN penalty 

of the form: 

𝜆 ෍൫𝛼𝛽௝
ଶ + (1 − 𝛼)|𝛽௝|൯

௣

௝ୀଵ

 , 
Equation 11 -  

EN penalty 

where first term equals the Ridge penalty and the latter the LASSO penalty. 𝛼 controls the 

relative strength of both penalties and is defined {0,1}, where low 𝛼 gives more control to 

the LASSO penalty and a high 𝛼 more control to the Ridge. Note that as 𝛼 increases, 

fewer features will be selected. The estimator of the EN can be setup as Equation 10 -

with the penalty as written in Equation 11 - The EN penalty has the advantage that it does 

perform feature selection while shrinking correlated features onto each other, without 

discarding them. One could say that EN shrinks like the Ridge and selects like the LASSO.  

Support vector machines and the radial basis function 

kernel 

As shown in Correlation and independence the features are correlated and therefore not 

independent. Hence, non-linear regression models are needed to predict the data 

correctly. An easy way to perform non-linear regression is the use of a polynomial feature 

space instead of the original one, but the high-dimensionality of the dataset makes this 

idea computationally unfeasible. Support vector machines (SVMs) are supervised-

learning models that can be used for classification as well as regression tasks and the so 

called “kernel-trick” allows SVMs to fit complex and non-linear data. Furthermore, the SVM 

finds, speaking in terms of a classification task, the optimal separating hyperplane and not 

just a separating hyperplane like many other classification algorithms which results in the 

SVM overperforming compared to less sophisticated algorithms. SVMs maximize the 

margin of a separating hyperplane. ε-SV regression (Vapnik 2000) seeks to find a function 

f(x) that fits the data with a deviation which is at most ε while being as flat as possible.  
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The complexity will be increased throughout this chapter; thus, the start is a simple linear 

function f of the form: 

𝑓(𝑥) =  〈𝑥, 𝛽〉 + 𝛽଴, Equation 12 

where 〈∙,∙ 〉 denotes the dot-product in X. The function shall be flat in order to avoid 

overfitting, which can be achieved by minimizing the magnitude of 𝛽 which will be denoted 

as ‖𝛽‖: 

min  
1

2
‖𝛽‖ଶ  

subject to 𝑦௜ − 〈𝑥, 𝛽〉 − 𝛽଴ ≤ 𝜀 , 𝑦௜ − 〈𝑥, 𝛽〉 + 𝛽଴ ≤ 𝜀 , 

Equation 13 

where the objective function minimizes the magnitude of 𝛽 with the constraint that no 

deviation should be larger than 𝜀. The equation above comes with the assumption that 

such a function actually exists, which is rarely the case in practice. Therefore, analogous 

to the “soft-thresholding” method in the chapter Feature selection, it is sensible to 

introduce the slack variables 𝜉௜, 𝜉௜
∗  for every data point to cope with the optimization 

problem. From the two slack variables, one relaxes the first constraint and the other one 

the second constraint from Equation 13. The slack variables allow deviations up to in sum 

C, hence defined as 𝐶 ≥ ∑ (𝜉௜
ே
௜ + 𝜉௜

∗) , where C reflects a tradeoff between allowed 

deviations and the smoothness of the curve. Using slack variables leads to the so-called 

𝜀-insensitive loss function: 

|𝜉|ఌ ≔  ൜
0 𝑖𝑓 |𝜉| < 𝜀

|𝜉| − 𝜀    𝑒𝑙𝑠𝑒 ,
 

Equation 14 

which changes the optimization problem in Equation 13 to the stated one by Vapnik 

(2000): 

min  
1

2
‖𝛽‖ଶ +  𝐶 ෍(𝜉௜

ே

௜

+ 𝜉௜
∗) 

subject to  ቐ

𝑦௜ − 〈𝑥, 𝛽〉 − 𝛽଴ ≤ 𝜀 + 𝜉௜

𝑦௜ − 〈𝑥, 𝛽〉 + 𝛽଴ ≤ 𝜀 + 𝜉௜
∗ 

𝜉௜ , 𝜉௜
∗ ≥ 0

 

Equation 15 

The actual situation is visualized in Figure  in the appendix. The common approach for 

finding the global minimum in a constrained optimization problem are Lagrange 

multipliers.  
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The introduced Lagrange multipliers 𝜂௜ , 𝜂௜
∗, 𝛼௜

∗, 𝛼௜  have to satisfy a positivity constraint 

and the Lagrangian of Equation 15 is: 

L௣ ≔  
1

2
‖𝛽‖ଶ +  𝐶 ෍(𝜉௜

ே

௜

+ 𝜉௜
∗) − 𝐶 ෍(𝜂௜ 𝜉௜

ே

௜

+ 𝜂௜
∗𝜉௜

∗) 

− ෍ 𝛼௜ ൫𝜀 + 𝜉௜ − 𝑦௜ + 〈𝛽, 𝑥௜〉 + 𝛽଴൯

ே

௜ୀଵ

 

− ෍ 𝛼௜
∗(𝜀 + 𝜉௜

∗ − 𝑦௜ − 〈𝛽, 𝑥௜〉 − 𝛽଴)

ே

௜ୀଵ

 

 

Equation 16 –  

The primal 

Lagrangian of the 

optimization 

problem 

which is minimized w.r.t. to the primal variables 𝛽, 𝛽଴ and 𝜉௜
(∗) . Setting the respective 

derivates to zero, one gets: 

𝜕ఉబ
𝐿 =  ෍(𝛼௜

∗ − 𝛼௜) = 0

ே

௜ୀଵ

 
Equation 17  

𝜕ఉ𝐿 =  𝛽 − ෍ 𝑥௜(𝛼௜
∗ − 𝛼௜) = 0

ே

௜ୀଵ

 
Equation 18  

𝜕
క೔

(∗)𝐿 =  𝐶 − 𝛼௜
(∗)

− 𝜂௜
(∗)

= 0 Equation 19  

Note that Equation 18 can be rewritten as 𝛽 = ∑ 𝑥௜(𝛼௜
∗ − 𝛼௜)ே

௜ୀଵ , which yields the final 

values for all 𝛽መ . Substituting Equation 17, 18 and 19 into Equation 16 – yields the dual 

optimization problem, which is maximized to close the duality gap: 

𝑚𝑎𝑥

⎩
⎪
⎨

⎪
⎧ −

1

2
෍(𝛼௜ − 𝛼௜

∗)(𝛼௝ − 𝛼௝
∗)〈𝑥௜, 𝑥௝〉

ே

௜ୀଵ

− 𝜀 ෍(𝛼௜ + 𝛼௜
∗)

ே

௜ୀଵ

+ ෍ 𝑦௜(𝛼௜ + 𝛼௜
∗)

ே

௜ୀଵ

 

subject to ∑ (𝛼௜ − 𝛼௜
∗) = 0 ே

௜ୀଵ and 𝛼௜ , 𝛼௜
∗ 𝜖 {0, 𝐶}, 

 

Equation 20 –  

The Dual 

optimization 

problem 

whose Lagrangian results in a lower bound for the objective function in Equation 15.  
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The derivation of Equation 20 – eliminated the 𝜂௜
(∗) and introduced 〈𝑥௜ , 𝑥௝〉 , as 

aforementioned, Equation 18 be rewritten as: 

𝑓(𝑥) =  ෍(𝛼௜ + 𝛼௜
∗)

ே

௜ୀଵ

〈𝑥௜ , 𝑥〉 + 𝛽଴, 
Equation 21 

which is the support vector expansion (Smola, Schölkopf 2004). It is shown that all 𝛽 

can be explained as a linear combination of the input features from X. As normally the 

complexity of a dataset can be described by the dimensionality of the input features, does 

in this case the complexity depend on the number of support vectors. This is one of the 

main advantages of SVMs compared to other techniques, although not unique to them. 

Furthermore, the entire algorithm can be described by dot-products of the input features. 

The latter term of the equation, namely the 𝛽଴ can be calculated using the Karush-Kuhn-

Tucker conditions for the optimal solution (Kuhn, Tucker 1951).  

SVMs fit non-linear dataset basically by preprocessing. In this case, preprocessing means 

the map the original feature space into an expanded feature space by applying a map 

function Φ: 𝑋 → 𝐺  onto the dataset and then apply the above explained SVM onto G to 

find a linear solution in G, which yields a non-linear solution in X. One could think of 

polynomial transformation in the original feature space to perform linear separation within 

the constructed feature space, which translates to non-linear separation in the original 

feature space. However, as shown in the chapter Correlation and independence, the 

dependencies in the original feature space are very strong and relate to high polynomial, 

making the calculation quickly computationally infeasible due to the quadratic growth. The 

so-called “kernel trick” is a bypass to the computational costs. The expanded feature 

space can be represented by the inner product of the input features via the kernel trick,  

which is computationally cheap. As noted before, the SVM algorithm just involves the dot 

products of xi. Hence, for an arbitrary mapping function Φ it is sufficient to have knowledge 

about the kernel 𝑘(𝑥, 𝑥ᇱ) ∶= 〈Φ(𝑥), Φ(𝑥′)〉, not the mapping function itself.  
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Therefore, Equation 20 – can be generalized to the non-linear case: 

𝑚𝑎𝑥

⎩
⎪
⎨

⎪
⎧−

1

2
෍(𝛼௜ − 𝛼௜

∗)(𝛼௝ − 𝛼௝
∗)𝑘(𝑥௜, 𝑥௝)

ே

௜ୀଵ

− 𝜀 ෍(𝛼௜ + 𝛼௜
∗)

ே

௜ୀଵ

+ ෍ 𝑦௜(𝛼௜ + 𝛼௜
∗)

ே

௜ୀଵ

 

subject to ∑ (𝛼௜ − 𝛼௜
∗) = 0 ே

௜ୀଵ and 𝛼௜ , 𝛼௜
∗ 𝜖 {0, 𝐶}, 

 
 
 

Equation 22 –  
The generalized 

Dual optimization 
problem 

As well as the support vector expansion in Equation 21: 

𝑓(𝑥) =  ෍(𝛼௜ + 𝛼௜
∗)

ே

௜ୀଵ

𝑘(𝑥௜ , 𝑥) + 𝛽଴ 
Equation 23 

The optimization problem moved into another feature space G by  Φ. Loss is minimized 

in G, not in F, resulting in a model complexity that just depends on the number of support 

vectors. (Smola, Schölkopf 2004) summarize: 

“The input pattern (for which a prediction is to be made) is mapped into feature 
space by a map Φ. Then dot products are computed […] of the training patterns 
under the map Φ. This corresponds to evaluating kernel functions k(xi, x). Finally, 

the dot products are added using the weights 𝛽መ௜ = 𝛼௜ − 𝛼௜
∗ . This, plus the constant 

term 𝛽଴ yields the final prediction output. The process described here is very similar 
to regression in a neural network, with the difference, that in the SV case the 
weights in the input layer are a subset of the training patterns.” 

A very popular kernel among kernel methods is the radial basis function (RBF) kernel 
(also called Gaussian kernel). It has the form: 

𝐾(𝑥, 𝑥ᇱ) = exp(−𝛾‖𝑥 − 𝑥ᇱ‖ଶ), Equation 24 - 
The RBF kernel 

where 𝛾 is a free parameter that has to be chosen (hyperparameter). The RBF kernel 

projects the input space into an infinite dimensional feature space, as the RBF kernel can 

be understood as an infinite sum over polynomial kernels. Generally spoken, the kernel 

reflects a measure of similarity between two vectors. The similarity in the RBF-kernel is 

measured using the squared norm distance (squared Euclidian distance) of the two 

vectors 𝑥 , 𝑥ᇱ. If two vectors are close to each other, then ‖𝑥 − 𝑥ᇱ‖ଶ is small, therefore 

−𝛾‖𝑥 − 𝑥ᇱ‖ଶ is large (if 𝛾 > 0). This results in a bell-shaped curve, where 𝛾 controls the 

width of the curve. The width of the curve decreases with increased 𝛾, leading to the 
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situation that values farther away from the regression line will be taken into consideration. 

As SVM complexity is driven by the number of support vectors, a very high gamma 

generally leads to overfitting, while very small values for 𝛾 make the model too constraint 

(underfitting).  

Taking all the aforementioned arguments into consideration, one can see that the C in 

combination with 𝛾 are critical for a SVM regression to achieve a good perfomance.  

RESULTS 

The results of the state of the art LASSO regression (Youyou et al. 2015), as discussed 

in Related work, are visualized in Figure  in the appendix. Using an N=10.000 and an 

average number of Facebook Likes of 72.26 the LASSO regression peaks at a PCC~0.35, 

using 10-fold cross validation, predicting extraversion. The prediction accuracy regarding 

extraversion is generalizable, confirming the findings of Youyou et al. (2015), keeping the 

smaller training set of N=8,000 in mind, compared to the N~63,000 in the original study.  

The accuracy of elastic net feature selection and SVM regression is shown in  and is the 

result of 10-fold cross validation, where 20% of the data is used as the test set, resulting 

in a training set of ntrain=8000. The standard deviation between the test scores of the folds 

is on average ~0.013, which indicates stable model performance. Accuracy is measured 

using the PCC, which is defined in an interval {-1,1}, where PCC=0 implies no correlation. 

The PCC as an evaluation metric is chosen to ensure comparability to the aforementioned 

state of the art model. The correlation of predicted and real value is statistically significant 

for all Big Five dimensions p<0.0001****. The average number of Facebook Likes in the 

data (72.26) corresponds to an accuracy of PCC~0.68. Youyou et al. (2015) reported 227 

as the average number of Facebook likes per individual with a corresponding accuracy of 

PCC=0.56, whereas proposed EN feature selection and SVM regression predicts with an 

accuracy of PCC~0.76, which is achieved with a ten times smaller training set. 

Furthermore, correlation is much higher compared to an average human personality judge 

(PCC = 0.49 (Youyou et al. 2015)), showing that the model outperforms human judges 

decisively. 
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All hyperparameters have been tuned using grid search. Along with the findings of (Guyon 

et al. 2002), SVM regression benefit from feature selection. However, the optimal number 

of features as an input for the SVM regression in this case is around M~5580 across the 

Big Five dimensions, compared to the fine-tuned alpha hyperparameter of pure LASSO 

regression with M~453. The resulting feature selection of the EN for the SVM regression  

Figure 2 – EN feature selection and SVM regression accuracy, measured as PCC, depending on the log-scaled 
number of available Facebook Likes per individual. The accuracy curve has been smoothed using a LOWESS 
approach.  

can be interpreted as a very weak feature selection, where every feature that is somewhat 

related to the target variable is selected. Knowledge of the RBF-kernel reveals that the 

SVM regression also benefits from features that are not predictive by themselves, but in 

combinations with others. For an initial hyperparameter search, grid search followed a 

logarithmic grid of 20 equidistant values, and were fine-tuned farther on a second grid 

search attempt on a smaller interval. The resulting hyperparameters are equal across all 

personality dimensions, indicating equal importance and observability from the data with 

𝐶 = 100 , 𝛾 = 0.001, 𝜀 = 0.05. 
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 Grid search pattern for the 

critical hyperparameters is  𝛾 

and 𝐶 is visualized in Figure 3 

The proposed method shows 

better performance, especially 

compared to the LASSO 

regression, in the cases where 

just a small amount of 

information is present, namely 

a small number of Facebook 

likes from an individual. The 

method achieves an average 

accuracy of PCC=0.57 with 

just n=15 Facebook likes, 

which is comparable with the personality judgement accuracy of the corresponding 

individual’s spouse (PCC=0.57, (Youyou et al. 2015)). This can be related to an accuracy 

stabilizing effect due to the use of a non-linear regression model, which is able to make 

use of correlated variables instead of dropping them. Furthermore, deviation in prediction 

accuracy across the Big Five dimensions is reduced, which can be understood as another 

stabilizing effect.  

However, a drawback of the proposed method are the computational costs compared to 

LASSO regression. The fitting SVMs with an RBF-kernel comes with high computational 

costs, mainly because of the very complex feature transformation in the kernel. Especially 

the grid searching procedures with five hyperparameters (L1/L2-ratio and 𝛼  for EN, 𝐶,

𝛾 and 𝜀 for the SVM regression), is very time consuming. Furthermore, fitting time strongly 

depends on sample size, hence training on a smaller sample size is recommended. 

Computations for this paper were made with a 46-core machine as cloud computing 

service. Despite that, the calculation of Figure 3 took ~4.5 hours. However, the scoring 

time of a SVM regression is much lower than the one of LASSO regression, as SVMs can 

store the support vector inside the model. One more practical consideration is to make 

use of the SciPy package in python, which offers a special kind of dataframe, the 

Figure 3 - Grid search heatmap. Prediction accuracy as 
PCC depending on 𝜸 and 𝑪. High accuracy shows a 
(weak) linear relation between the hyperparameters. The 
data is exemplary for predicting extraversion, but the 
pattern is generalizable. 
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scipy.sparse dataframe. Classical dataframes store every “non-like” in the matrix as a 

zero, which results in massive memory requirements. Furthermore, grid-searching is 

nearly infeasible on a local machine, as one fitting process of the SVM-regression with a 

sample size of N=10,000 takes about 30 seconds. Grid-searching ten different values of 

the three hyperparameters of the SVM-regression within a 10-fold cross-validation setup, 

results therefore in computational costs 10^4 fitting processes. This results in ~ 83 hours 

of computation, using one core. Using the 46 cores cloud-computing machine thus results 

in total fitting time of around two hours. Fitting a sample size of N=40,000 takes 

approximately three minutes, resulting in total fitting time of twelve hours for the 

aforementioned cloud-computing instance. 

DISCUSSION 

The proposed method shows superior performance to human personality assessment, as 

well as to the state of the art method. Knowledge about just 15 Facebook likes of an 

individual allow the model to make more precise statements about the personality than 

the individual’s closest human counterpart, namely the spouse. First, the method shows 

that Facebook likes are very rich data to predict personality, likely due to their generic 

nature of just expressing that an individual “likes” something. Second, SVM regression 

strongly benefits from selecting a broad range of anyhow predictive features (in terms of 

EN: very small alpha), to transform these into a much larger and complex feature space 

(in this case make use of an RBF-kernel) and make predictions based on features that 

might be not predictive by themselves but in combination with others. Third, the 

personality of a Facebook user with a lot of likes can be extremely accurately calculated 

with the method peaking at PCC~0.8, which is, statistically spoken, overall an unreached 

precision of external personality assessment based on Facebook Likes. 

SVM regression with a RBF-kernel is a black box algorithm, which means, as opposed to 

white box algorithms, that they do not deliver any reasoning behind the decision they 

make. Hence, it is not possible to say which Facebook like is predictive for e.g. a highly-

extroverted individual. This means that no reasoning can be delivered from the method 

itself. However, research suggests possible methods of white boxing the RBF-kernel (van 

Belle, Lisboa 2014). Next to white boxing, another future improvement could break the 
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binary setup of Facebook likes (either an individual liked a page, or he or she did not). 

The assumption of binarity does not hold in practice, as a “non-like” can be interpreted in 

two ways: either the user really does not like the page, or he just does not know about it. 

The method presented in this paper comes with the assumption that the user does not 

like the page; what obviously might not be true. Approaches from the field of 

Recommender Systems could be a solution to this problem. While content-based filtering 

would just bootstrap into the data what one already knows from the original dataset, would 

collaborative filtering be able to make predictions about “non-likes” if the user really does 

not like the page or if he would like it if he would know about it. 

As useful as these methods are for business, especially marketing – thinking of 

advertisements fitted to the consumer’s personality – machine-based personality 

prediction comes with ethical considerations. Users might stop to use social media 

networks when they understand them as intruders into privacy, as digital assessment 

comes to maturity. In terms of predictive power what comes from the data, policy-makers 

have to be aware of data privacy. Some studies suggest that it is possible to manipulate 

people by having a knowledge about their personality, as it has been shown by Hirsh et 

al. (2012), or during the last presidential election in the United States (Grassegger, 

Krogerus 2016). 
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APPENDIX 

Plots 

 

Figure 4: Target variables boxplot 

 

 

Figure 7 – from (Smola, Schölkopf 2004). 𝜺-insensitive loss and slack variables. Just deviations outside the 
loss-insensitive margin contribute to the cost function in a linear fashion relating to C.  

Figure 5 - Distribution of likes per page. The 
pages have been aggregated in 20 bins. X-
axis shows the number of likes and the log-
scaled y-axis the frequency. 

 

Figure 6 - Distribution of likes per user. The 
users have been aggregated in 20 bins. X-axis 
shows the number of likes and the log-scaled 
y-axis the frequency. 
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Figure 8 - Target variable (paired co-) density plots 
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Figure 9 – LASSO regression performance depending on 𝜶 (N=10.000) predicting extraversion (using 10-fold 
cross validation). Performance pattern and peak performance is generalizable at a level of PCC~0.35. The 
dottend line represents actual accuracy, the light blue area indicates the standard deviation. 
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