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der Leuphana Universität Lüneburg zur Erlangung des Grades

Doktor der Ingenieurwissenscha�en

Dr.–Ing.

genehmigte Dissertation von Florian Pöschke
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Abstract

The transition of our energy system towards a generation by renewables, and the corresponding de-

velopments of wind power technology enlarge the requirements that must be met by a wind turbine

control scheme. Within this thesis, the role of modern, model-based control approaches in providing

an answer to present and future challenges faced by wind energy conversion systems is discussed.

While many di�erent control loops shape the power system in general, and the energy conversion

process from the wind to the electrical grid specifically, this work addresses the problem of power

output regulation of an individual turbine. To this end, the considered control task focuses on the

operation of the turbine on the nonlinear power conversion curve, which is dictated by the aerody-

namic interaction of the wind turbine structure and the current inflow. To enable a power tracking

functionality, and thereby account for requirements of the electrical grid instead of operating the tur-

bine at maximum e�iciency constantly, an extended operational range is explicitly considered in the

implemented control scheme. This allows for an adjustment of the produced power depending on the

current state of the electrical grid and is one component in constructing a reliable and stable power

system based on renewable generation.

To account for the nonlinear dynamics involved, a linear matrix inequalities approach to control based

on Takagi-Sugeno modeling is investigated. This structure is capable of integrating several degrees of

freedom into an automated control design, where, additionally to stability, performance constraints

are integrated into the design to account for the sensitive dynamical behavior of turbines in operation

and the loading experienced by the turbine components. For this purpose, a disturbance observer

is designed that provides an estimate of the current e�ective wind speed from the evolution of the

measurements. This information is used to adjust the control scheme to the varying operating points

and dynamics. Using this controller, a detailed simulation study is performed that illustrates the

experienced loading of the turbine structure due to a dynamic variation of the power output. It is

found that a dedicated controller allows wind turbines to provide such functionality.

Additionally to the conducted simulations, the control scheme is validated experimentally. For this

purpose, a fully controllable wind turbine is operated in a wind tunnel setup that is capable of gen-

erating reproducible wind conditions, including turbulence, in a wide operational range. This allows

for an assessment of the power tracking performance enforced by the controller and analysis of the

wind speed estimation error with the uncertainties present in the physical application. The controller

showed to operate the turbine smoothly in all considered operating scenarios, while the implementa-

tion in the real-time environment revealed no limitations in the application of the approach within the

experiments. Hence, the high flexibility in adjusting the turbine operating trajectories and structural

design characteristics within the model-based design allows for e�icient controller synthesis for wind

turbines with increasing functionality and complexity.
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wichtige Stütze für diese Arbeit dar. Weiterhin bin ich dankbar dafür ein ö�entliches Bildungssystem
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1.1 Introduction and context

The global annual primary energy consumption and simultaneously the carbon dioxide emissions rose

by approx. 70% within three decades from 1987 [1, 2, 3]. Industrialized countries like Germany play

a major role in this process with carbon dioxide emissions per capita twice as high compared to the

global average in 2018 [1]. The annual growth rate of global primary energy consumption averages

1.5% over the last decade [1], indicating the exponential slope of our thirst for energy. Our planet is

a complex dynamical system that is excited by the disturbances in form of our emissions and global

warming of 0.87±0.12◦C compared to the preindustrial level is already observable [4]. The possibly

fatal short- and long-term consequences reveal the vulnerability of ecosystems and human systems

[5]. In control theory, a system that exhibits an exponential growth is considered unstable, where

the main idea underlying all control approaches is to break the exponential growth and influence the

controllable inputs to achieve stability and thus enforce convergence to the desired state. One vital

component for mitigating the consequences for us and our habitat lies in the de-carbonization of the

energy sector.

In 2017, electricity generation was the second-largest emi�er a�er transportation and accounted for

28% of greenhouse gas emissions in the US [6]. From an energy generation perspective, the inter-

governmental panel on climate change identifies ’strong upscaling of renewables […]’ as one key

characteristic for a successful limitation of global warming to 1.5 ◦C [7]. Guided by this, a transfor-

mation of the existing energy system towards electricity provided by renewables is a major challenge

addressed across the globe and results in an average annual growth rate for generation by renewables

of 16.4% from 2007 to 2017 [1]. Globally, the proportion of electricity produced by renewables rose

from 3% in 2008 to 9.3% in 2018, of which the share in Europe was 18.7% in 2018 [1]. In the same year,

renewables contributed 40.2% of the generated electricity in Germany and with 20.4% wind power

covered half of it [8]. Wind energy is considered as the backbone of the future energy system and is

predicted to provide one-quarter to one-third of the electricity demand globally by 2050 [9].

Wind turbines are nonlinear dynamical systems driven by stochastic inputs and interact in a network

formed by the electrical grid. Interdisciplinary research is a key driver for enhancing wind energy

to satisfy the increasing requirements of current and future energy systems [9]. This includes, but

is not limited to, disciplines like engineering, natural and social sciences, information technology,

and mathematics. In the e�ort to reduce the levelized cost of energy, the ongoing research led to the

production of turbines with a power capacity in the range of 10 MW-20 MW [10], making wind turbines

the largest dynamical, rotating machines in the world [9]. For example, the rotor of a recently erected
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GE 12 MW turbine prototype covers an area with a diameter of 220 m, while capable of supplying

sixteen thousand European homes and avoiding an approx. amount of 42 million tonnes of carbon

dioxide emissions [11]. These developments determine the cost of generating electricity from the

wind resource. In 2018, it is found that utility-scale photovoltaic and onshore wind turbines are, on

average, the least expensive technology for the production of electricity with an anticipated further

reduction of costs well below all fossil power plants by 2035 [12]. Thus, wind energy is not only an

ecologically favorable option for energy production but also shows to be economically superior to

fossil-based electricity generation.

1.2 A control perspective on wind energy

The energy conversion process from the wind resource to the electrical grid inherits a variety of simul-

taneously active control loops at di�erent levels and time scales of the wind-based generation system.

This ranges from a wind farm controller respecting the electrical and/or aerodynamic interaction of

several closely located turbines, down to the power electronics level, where the transfer of the electri-

cal energy to the grid is supervised by a control scheme [13]. The available power of the wind resource

is determined by turbulent, atmospheric flows [14] with a nonlinear dependency to the current wind

speed Pwind ∝ v3. Thus, for modern variable speed wind turbines appropriate state operating trajec-

tories that determine the energy conversion process depending on the varying wind speed need to be

enforced by the controller. This control loop has di�erent scopes depending on the current operating

region, while the applied control scheme must cope with a highly nonlinear aeroelastic process and is

the main subject of this work.

Traditionally, two main control loops are established to regulate the nonlinear power control problem

subject to the varying wind. The first comprises a strategy, where the generator torque of the turbine

is adjusted proportionally to the square of the current generator speed, i.e., T = Kopt ω
2, and aims

to track the optimal tip speed ratio and operate the turbine with maximum e�iciency [13, 15]. The

gain Kopt therein is derived from the relation of the optimal power coe�icient to the tip speed ratio,

which depends on the inflow and the rotational speed. This strategy is used until the rated power of

the turbine is reached, where a second control loop initializes the actuation of the blade pitch posi-

tions from this operating point to alter the e�iciency of the aerodynamic conversion, and thus limits

the power output to the turbine’s rated capacity [13, 15]. While the strategy in partial load region

involving the generator torque can be applied rather straightforward, especially the interconnection

of the control loops and the gain-scheduled PI pitch controller for limitation of power output involves

a possible arduous tuning of gains to account for operation on the nonlinear power coe�icient sur-

face sensitive to changes in the pitch angle [16]. While the operating trajectory defines the overall
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energy capture, the turbine’s lifetime is determined by the occurring loads faced by the mechanical

and electrical components due to the rotation and operation in a stochastic three-dimensional wind

field.

By an appropriately fast reaction to the varying wind speed, the control interference is vital for re-

maining below the admissible ultimate loading that would destroy the components. The control ac-

tion, however, also excites the structural dynamics of the turbine [15], e.g., through the coupling of

changes in the generator torque to the drivetrain oscillation or the sensitivity of the tower fore-a� mo-

tion to blade pitching. When operating in a stochastic wind field, the interaction of the closed-loop

turbine with the varying inflow is, additionally to the inevitable gravitational loads from rotation,

a major cause for the fatigue of the structures. Thus, it ultimately determines the turbine’s lifetime

and in consequence cost of energy. Therefore, Bossanyi states load reduction as an explicit objective of

wind turbine control design and proposes several independently designed control loops to mitigate the

experienced structural loading in [15], which can be considered as the standard industrial approach.

The scaling laws used to increase the turbine dimensions with the aim of reducing the levelized cost

of energy necessitate the use of innovative materials, production techniques and design concepts

[9], including flexible blades with bend twist coupling [10] or so-called so�-so� tower configurations

that shi� the eigenfrequency into an operating region located within the rotational speed range [17].

Therefore, enforcing desired closed-loop dynamics is of vital importance, where the loading faced by

the turbine is determined by the interaction of the controller with the varying wind speed in oper-

ation. Innovative sensing devices like LIDAR (light detection and ranging) used for a measurement

of the upcoming inflow, and actuators like active flaps on the blades to induce local aerodynamic ef-

fects, are introduced into the wind energy system [10]. As a consequence, the increasing number of

coupled subsystems, dynamically interacting in the operation of the turbine, and a greater number

of sensors connected to an actuator elevate the complexity of the multi-input, multi-output control

problem. Additional to the academic concerns involving missing stability considerations when closing

individual feedback loops using PI controllers without accounting for relevant couplings, in a com-

petitive economic environment, manufacturers are forced to reduce the development cycles, and thus

increasingly complex controller tuning to yield a desired dynamical response is not a favorable option.

In the light of this increasing control complexity, model-based approaches have shi�ed into focus for

the control design of wind turbines. Their inherent ability to include relevant dynamical properties

into the control design stage makes them a�ractive for a dedicated definition of desired closed-loop

properties and therefore implicitly, or even explicitly, account for the associated loading. Further,

nonlinear approaches can incorporate the variation of dynamics depending on the current inflow to

account for changes in the operating point. In that way, essential characteristics for the operation of

a wind turbine can be portrayed when designing the necessary control loops, and promising results

3



1| Synopsis I

from a loading perspective were reported, see e.g., [18, 19, 20, 21, 22, 17].

Additionally, with the higher share of renewables in the electrical grid, the requirements for wind en-

ergy systems increase. Reliable operation of the electrical grid, which is a large-scale dynamical system

active in time scales from microseconds to hours, necessitates various stabilizing mechanisms that are

traditionally accomplished by large power plants supplying energy through synchronous generators

with power ratings of 100 MW-1300 MW [23]. To replace those power plants with a larger number of

decentralized generators based on renewable sources, a contribution of wind power systems to the

stabilization of the electrical grid is inevitable.

Three main stability measures determine a reliable operation of the electrical grid: (i) rotor angle sta-

bility, (ii) frequency stability, and (iii) voltage stability [23]. (i) addresses the (possibly virtual) inertial

response of generating units and determines the synchronism of coupled generators in case of distur-

bances such as short-circuits. Within this process that is governed by the impedance characteristics

of the electrical grid connection and the dynamic response of the generating unit, a variation of ac-

tive power to an altered steady-state operating point and in form of damping power occurs [23]. (ii)

frequency stability is determined by the inherent characteristic of a synchronous generator that tra-

ditionally supplies the electrical grid, i.e., automatically emi�ing or absorbing energy stored in the

rotation and thereby conditioning the frequency depending on a load imbalance. As a result, an im-

balance in load and generation causes the frequency to deviate from its nominal value (possibly a�er

an event causing the phenomena captured by (i)). Thus, the frequency can be considered as a car-

rier of information on the current state of the electric grid. Even though the large rotating masses of

wind turbines exhibit inertial time constants comparable to that of conventional power plants [24],

the generator of a wind energy system is decoupled from the electrical grid by its power electronics to

operate at variable rotational speed. As a result, a grid stabilizing functionality in these cases is deter-

mined by the applied control schemes [25], and necessarily involves a variation of the turbines active

power setpoint. (iii) is mainly associated with reactive power injection, which due to the converter

characteristics may also involve active power variations of the produced turbine power [26].

The ability of a power system to retain its nominal frequency depends on the generation character-

istic and e�ectively defines the slope at which the sum of generating units in the grid reacts to a

frequency deviation with an adjustment of active power [23]. This measure is inevitably connected

to decentralized control loops within the generating units usually termed automatic generation con-

trol for traditional power plants [23]. Consequently, to enhance the generation characteristic of the

power system while replacing conventional power plants with renewables, wind energy systems must

provide a variable active power output depending on the state of the electrical grid. This opens a new

perspective on the operation of wind turbines, which were historically designed to maximize its energy

yield by operating on the optimal power trajectory depending on the current inflow only.
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Additionally to the power system stability considerations, a variable power generation provides the

basis for optimized operation of wind farms in meeting the power output demands. A dedicated

power tracking of the individual turbines within a farm can mitigate the experienced loading [27]

and level them among the participating turbines [28] by solving the non-unique distribution of power

commands among the turbines in a wind farm. As discussed in [29], a power reference tracking is

also applicable for preventing wind turbine states from exceeding their maximum values by designing

an envelope protection control strategy. Further, in [30] it is discussed that a dynamic control of

the e�ective power coe�icient yields an optimized wake interaction, capable of improving the overall

e�iciency of the wind farm at cost of a continuous actuation.

E�ectively, these requirements transfer to an enlarged operating range on the surface that determines

the aerodynamic conversion process and nonlinear operating behavior of the individual turbine. As a

result, a wind turbine controller must be capable of adjusting the power output not only depending

on the current wind speed but also tracking externally conditioned power demands depending on e.g.,

the state of the electrical grid, which is termed shi�ing from ”wind-driven” to ”grid-driven” operation

in [31]. This, however, induces additional excitation from actuation into the mechanical structures

of the turbine, underlining the need for a control design involving load optimized behavior defined

as desired closed-loop dynamical properties. As the operating range coped by the turbine greatly

increases, controller tuning of individual gains to yield a desired operational behavior is also increasing

in complexity.

1.3 Methodical approach: Takagi-Sugeno systems andLMI-based con-

trol design

The applied control approach needs to take into account the varying dynamics in a large operating

range while ensuring a narrowly defined closed-loop response to meet the loading criteria. An ap-

propriate adjustment of the feedback gains has benefits from a loading perspective [32], and thus

ensuring the robustness of the controller by fully integrating the nonlinearity in e.g., aH2 a�enuation

framework is not a favorable option [33]. Therefore, the control design needs to dedicatedly account

for the dominating system nonlinearities from modeling to the controller synthesis. Throughout my

studies, I found that so-called Takagi-Sugeno systems (TS) provide a useful approach for the discussed

requirements.

Its simple yet e�ective idea based on a combination of linear submodels to describe a nonlinear func-

tion originally emerged in the context of fuzzy systems [34]. This approach paved the way for a wide

variety of tools including optimal control, robust control, or inclusion of input/output constraints [35].
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These design methods can be usually derived as straightforward extensions of their linear counter-

parts involving Lyapunov functions. A key characteristic exploited in those approaches is given by

the convexity of the modeling framework, which allows for controller and observer design using linear

matrix inequalities (LMIs). Therein, the overall nonlinear design problem is enveloped into an inter-

connected discrete set of constraints. A variety of standard problems in systems and control theory

can be cast into convex or quasi-convex LMI constraints that can be solved numerically e�icient [36].

The blending of submodels in the TS framework depends on the states of the premise variable z,

which serves as an indicator of the current operating condition. The blending is conducted by the

membership function hi(z) that are designed to fulfill the convexity conditions within the considered

operating range. A basic state-space representation with states x ∈ Rn, inputs u ∈ Rm and outputs

y ∈ Rp of a TS model is given by

ẋ =

N∑

i=1

hi(z)
(
Aix+Biu

)
, y =

N∑

i=1

hi(z)Cix . (1.1)

Therein, the linear submodel dynamics are described by the state Ai, input Bi, and output matrix Ci

blended by the membership functions hi(z) to portray an overall nonlinear behavior of the modeled

system. The premise variables z may consist of states, inputs, disturbances or external variables. The

measurability of the premise variables determines if the separation principle of control and observer

design applies [35]. While the following introduction to TS systems assumes measurable premise vari-

ables, a discussion on the joint control and observer design in case of unmeasurable premise variables

is found in chapter 4.

The definition of a TS description and appropriate control design models can be derived by two general

approaches in case of a given nonlinear model of the system dynamics. The first is usually referred

to as sector nonlinearity approach (SNL) [37] and builds on the definition of membership functions by

enveloping the occurring nonlinearities of a designable state-space realization into the membership

functions. The main idea of the SNL can be illustrated by considering the following equation describing

a function f(x) within an operating range that satisfies the upper bound f̄ ≥ f(x) and lower bound

f ≤ f(x)

f(x) =
f̄ − f
f̄ − f f(x) =

(f̄ − f)f(x) + (f̄f − f̄f)

f̄ − f

=
f̄ − f(x)

f̄ − f
︸ ︷︷ ︸
w1(f(x))

f +
f(x)− f
f̄ − f
︸ ︷︷ ︸
w2(f(x))

f̄ = w1(f(x))f + w2(f(x))f̄ .
(1.2)

In this description, the function f(x) is represented as a weighted combination of its operational
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bounds f̄ , f . The derived weighting functions w1(f(x)), w2(f(x)) satisfy the convexity condition

0 ≤ wl(f(x)) ≤ 1 for l = 1, 2 and w1(f(x)) + w2(f(x)) = 1 (1.3)

for any trajectories in the state-space spanned by x that obey f ≤ f(x) ≤ f̄ . This procedure

is repeated for every nonlinear relation f(x) occurring in the system description and determines

the number of premise variables nz with z ∈ Rnz . As a result, for each premise variable zj in

z = [z1, ..., zj , ... znz], a pair of weighting functions wlj(zj) is obtained.

Using the SNL, a convex description results, in which, except for the vertices of the operational range,

all submodels are active at the same time characterizing the dynamics. While this approach yields

an exact description of the underlying nonlinear dynamics within a defined operating space, this in-

terconnection has consequences for the design complexity and conservatism in terms of the number

of obtained submodels and their interconnection within the posing of the LMIs. Additionally, the

handling of the nonlinearities in the sector nonlinearity approach can cause structural properties like

controllability or observability to be violated, especially for the wind turbine application as discussed

in [38, 39].

Therefore, a second approach is used for the wind turbine application in this work, which is based on

Taylor linearization (Lin) at several operating points along the considered range to form the TS model

description [40]. The linearization procedure builds on an approximation of the Taylor series for f(x),

where the function value f(x0i) in the considered operating point x0i is reflected along with its first

partial derivative

f(x) ≈ f(x0i) +
∂f(x)

∂x
|x0i(x− x0i) . (1.4)

This yields an approximation of the possibly nonlinear function f(x) within a limited region around

the considered operating point x0i. Usually, linearization is conducted in stationary operating points,

i.e., f(x0i) = 0 holds. The premise variables z ∈ Rnz of the TS model are then defined by the states

that are contained in the partial derivative ∂f(x)
∂x = A(x). For each operating point,

Ai = ∂f(x)
∂x |x0i = A(x0i) holds.

For each of the premise variables zj , the linearization points z0l
j that form the foundation of the TS

description are chosen by the control engineer. Convex weighting functions wl,j(zj) fulfilling (1.3) are

constructed for each premise variable zj . While the weighting functions may have di�erent shapes

including (possibly screwed) trapezoidal or gaussian distribution forms, within this work, triangular
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weighting functions are used that can be formalized as follows (and are visualized in chapter 4)

wlj(zj) =





zj−z0(l−1)
j

z0l
j −z

0(l−1)
j

if z0(l−1)
j < zj ≤ z0l

j

1− zj−z0l
j

z
0(l+1)
j −z0l

j

if z0l
j < zj ≤ z0(l+1)

j

0 else

. (1.5)

In both construction ways, i.e., using SNL or Lin, for each premise variable zj a number of lj,max

weighting functions wl,j is obtained. In case of the SNL lj,max = 2, while lj,max for the Lin procedure

depends on the choice of linearization points. To obtain the membership functions hi(z) depending

on the premise variables z used in the TS state-space description (1.1), the sum of each weighting

function
∑lj,max

l=1 wlj(zj) = 1 is multiplied, where the membership functions hi are formed by the

unique products of several weighting functions. This can be described as

N∑

i=1

hi(z) =
nz∏

j=1

lj,max∑

l=1

wl,j(zj) , (1.6)

and yields a description where the membership functions hi also fulfill the convexity condition as

formulated for the weighting functions in (1.3).

When applying the Lin approach to derive the TS model (and opposed to the SNL), only a limited

number of simultaneously active submodels contribute to portraying the dynamics for a certain oper-

ating point defined by the premise variable z. This a�ects the design conservativeness and flexibility

of the LMI-based approach significantly.

In case of a non-autonomous system f(x, u), for both, SNL and Lin, an equivalent procedure as dis-

cussed before can be applied to treat the inputs of the system to obtain the input matrix Bi in (1.1)

when deriving the TS model [35, 41]. To enforce a stable closed-loop behavior using the input u, state

feedback can be assigned that follows the structure of the TS description by blending N gains Kk

corresponding to the linear submodels (but also interacting with at least the neighboring submodels

in operation). Using the membership functions of the TS model in (1.1), a basic state feedback control

law is given as

u = −
N∑

k=1

hk(z)Kkx . (1.7)

To derive the feedback gainsKk, stability measures in the sense of Lyapunov can be used. A well stud-

ied approach for deriving a set of stability constraints uses a quadratic Lyapunov candidate function
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of the closed-loop dynamics to obtain a set of stability constraints. When introducing (1.7) to (1.1),

ẋ =
N∑

i=1

hi(z)
N∑

k=1

hk(z)
(
(Ai −BiKk)x) (1.8)

is obtained. Then, a quadratic Lyapunov candidate function V (x) = xTPx with the matrix variable

P = PT � 0 is assigned to the closed-loop dynamics. The time derivative of the Lyapunov candidate

function using (1.8) is then given as

V̇ (x) = ẋTPx+ xTPẋ =
N∑

i=1

hi(z)
N∑

k=1

hk(z)
(
xT(AT

i P + PAi −KT
k B

T
i P − PBiKk)x

)
. (1.9)

Consequently, the quadratic description above fulfills the Lyapunov stability requirement on the neg-

ative definiteness of the time derivative V̇ (x) < 0, if the following bilinear matrix inequalities for the

design variables P and Kk hold

AT
i P + PAi −KT

k B
T
i P − PBiKk ≺ 0 . (1.10)

As bilinear matrix inequalities are computationally much more di�icult to handle [42], the condition

is recast into an LMI. To this end, the auxiliary variableMk = KkP
−1 is defined along withX = P−1,

and substitution yields a basic set of LMI stability constraints as

XAT
i +AiX −MT

k B
T
i −BiMk ≺ 0 . (1.11)

One of various LMI solvers can be used to obtain a solution for X and the auxiliary variables

Mk = KkX , which defines the necessary feedback gains Kk of (1.7). The combination for i, k in

(1.11) and thus number of LMIs is determined by the number of linear submodels N and the con-

struction of the membership functions hi by the SNL or Lin. It can be seen that all posed LMIs are

interconnected by the matrix X = P−1 that characterizes the Lyapunov candidate function. The

main idea of the proof of stability is based on the inclusion of the convex model description into a

positive definite, continuously decreasing function along the trajectories of x, where P conditions the

shared energy function that fulfills the requirements in the sense of Lyapunov stability [43]. While the

system dynamics are weighted by the membership functions in (1.8), the LMIs constrain all possible

combinations of simultaneously active submodels as if fully activated at all times without a weighting

but exploiting the convex property of the system description. While this approach allows to provide

stabiltiy constraints for nonlinear systems, it is evident that information about the system dynamics is

externalized to the membership functions, and thus conservatism is introduced into the stability con-

straints. A possible way to mitigate this is the construction of piecewise or fuzzy Lyapunov functions
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[44].

While the constraints in (1.11) provide basic stability guarantees, the formulation of LMIs can be

widely enhanced to include performance measures like disturbance a�enuation and region constraints

to enforce a desired closed-loop response. To illustrate this, consider introducing a restriction on the

time derivative of the Lyapunov candidate function in form of V̇ (x) < −2αV (x). Following the

previously described approach then yields

XAT
i +AiX −MT

k B
T
i −BiMk + 2αX ≺ 0 , (1.12)

and thus influences the obtained feedback gains Kk that are used for the system feedback. Therein,

α > 0 determines the minimum decay rate of the closed-loop system dynamics. Extending basic LMI

stability conditions with additional performance constraints allows for a dedicated design framework,

where engineering knowledge in terms of decay rates or damping ratios can be directly introduced

into the synthesis of the controller gains before evaluating their performance based on simulation or

measurement studies. Due to the convex TS structure, the approach is capable of integrating a wide

range of operating points and thus varying dynamics at once, and therefore controller tuning at several

locations within the operational range to obtain an appropriate control performance is avoided.

As the TS description (1.1) relies on a basic state-space representation, the discussed implications

of the modeling and control synthesis apply to the dual problem of observer design analogously for

the reconstruction of unmeasurable but observable states. For this purpose, an observer in the TS

framework is given as

˙̂x =

N∑

l=1

hl(z)
(
Alx̂+Blu+ Ll(y − ŷ)

)
, ŷ =

N∑

i=1

hl(z)Clx̂ . (1.13)

The model-based observer design aims for a stabilization of the error dynamics ė = ẋ − x̂ to ensure

the convergence of x̂→ x. Using (1.1), (1.13) and assigning a quadratic Lyapunov function candidate

to the error dynamics, i.e., V (e) = eTPe, the LMI stability conditions can be deduced as

AT
i P + PAi − CT

l N
T
i −NiCl ≺ 0 , (1.14)

where P � 0 and Ni are the variables determined in the optimization problem. The desired feedback

gains Ll of (1.13) can then be recovered from Ll = P−1Nl.

A detailed derivation of the control and observer LMIs is given in chapter 2. The TS description pro-

vides a powerful framework for the nonlinear control tasks, as variable gains individually shaping the

dynamics by depending on the current operating point are implicitly considered in the modeling and
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design approach. Since this is vital to a well-performing wind turbine operation, the usefulness and

applicability of the described approach to wind energy are explored within this thesis.

Illustrative example: Rössler a�ractor To illustrate the application of the TS modeling framework

for both, the SNL and Lin, consider the strange a�ractor x = [x1, x2, x3]T that exhibits nonlinear

dynamics and was studied by Rössler in the context of chaos theory [45]

ẋ = g(x, u) =




−x2 − x3

x1 + ax2

bx1 − cx3 + x1x3 + u


 , y = [x1, x3]T = Cx . (1.15)

The parametrization of the dynamics is chosen as a = 0.5, b = 0.4 and c = 4.5. Compared to the

original work in [45], the di�erential equation is augmented with an additional input u term and an

output matrix C =

[
1 0 0

0 0 1

]
to allow an illustration of the observer-based control design.

To apply the SNL, the system is rewri�en as

ẋ = g(x, u) =




0 −1 −1

1 a 0

b+ x3 0 −c







x1

x2

x3


+




0

0

1


u , (1.16)

and the function inducing the nonlinearity is defined as f(x3) = x3. The function f(x3) is treated as

shown in (1.2) within the (state) limits f̄(x3) = 100, f(x3) = −100, such that the following model is

derived

ẋ = g(x, u) =




0 −1 −1

1 a 0

b+ (w1(x3)f + w2(x3)f̄) 0 −c







x1

x2

x3


+




0

0

1


u . (1.17)

Every entry in the system matrices can be multiplied by 1 = w1(x3) + w2(x3) and for only one

function treated with z = x3, w1(x3) = h1(z) and w2(x3) = h2(z) follows from (1.6). Consequently,

11
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the system description in a TS form derived by the SNL can be given as

ẋ =



h1(z)




0 −1 −1

1 a 0

b+ f 0 −c




︸ ︷︷ ︸
A1

+h2(z)




0 −1 −1

1 a 0

b+ f̄ 0 −c




︸ ︷︷ ︸
A2







x1

x2

x3


+




0

0

1




︸︷︷︸
B

u .

= g(x, u) =
2∑

i=1

hi(z)Aix+Bu

(1.18)

For the Lin approach, the partial derivative of the function g(x, u) with respect to the states is evalu-

ated, which yields

∂g(x, u)

∂x
=




0 −1 −1

1 a 0

b+ x3 0 −c+ x1


 = A(x) . (1.19)

To obtain the input matrix B (in this case common as B 6= f(x)), the partial derivative with respect

to the input u of the function g(x, u) is evaluated

∂g(x, u)

∂u
=




0

0

1


 = B . (1.20)

As a result, the system dynamics in the linearization points x0i = [x10i, x2, x30i]
T for any x2 as

A(x) 6= f(x2) can be approximated by

g(x, u) ≈ ẋ = g(x0i, u) +A(x0i)(x− x0i) +Bu . (1.21)

This procedure is repeated for both premise variables z = [x1, x3]T along a chosen operating range

spanned by x10i ∈ [−10, 0, 10] (l1,max = 3) and x30i ∈ [−100, −60, −20, 20, 60, 100] (l2,max = 6) .

Definition of the weighting functions according to (1.5) for each premise variable, using (1.6) to obtain

the membership functions and subsequently interconnecting the individually gained linear submodels

results in the following TS model description derived by Lin

g(x, u) ≈ ẋ = g(x0i, u) +

18∑

i=1

hi(z)Ai(x− x0i) +Bu

=
18∑

i=1

hi(z)(Aix+ ai) +Bu with ai = g(x0i, u)−Aix0i

. (1.22)

12
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Figure 1.1: Comparison of state-space trajectories of the Rössler a�ractor and the TS models derived
by the SNL or Lin. The initial value of the system is chosen as x(0) = [0, 4, 0]T.

The combination of each operating point defined in the premise space z ∈ R2, results in

N = l1,max · l2,max = 18 linear submodels.

A comparison of the state trajectories of the original a�ractor g(x, u) and the derived TS models is

shown in Fig. 1.1. The state trajectories of both TS models align well with the evolution of the a�ractor

states that exhibits its typical chaotic behavior.

Figure 1.2: Comparison of state-space trajectories of the open-loop and the closed-loop a�ractor
governed by a TS controller based on SNL or Lin. The initial value of the system is chosen as
x(0) = [0, 4, 0]T and the observer is initialized with x̂(0) = [0, 0, 0]T.

An observer-based controller is designed for both TS descriptions, where the observers follow the struc-

ture defined in (1.13). To achieve state feedback stabilization, the following control law is implemented

u = −
N∑

i=1

hk(z)Kkx̂ , (1.23)

that uses the reconstructed states from the observer x̂. LMI-based design is applied to obtain the

necessary feedback gains Kk. As the considered TS systems have a common input matrix B, i.e., they

13



1| Synopsis I

Figure 1.3: Comparison of state-space trajectories of the open-loop and the closed-loop a�ractor gov-
erned by a TS controller based on SNL or Lin when excited by a disturbance d(t) = 0.01 sin(π 1Hz t).
The initial value of the system is chosen as x(0) = [0, 0, 0]T and the observer is initialized with
x̂(0) = [0, 0, 0]T.

remain constant irrespective of the evolution of z, the decay rate stability constraints in (1.12) can be

restated as

XAT
i +AiX −MT

i B
T −BMi + 2αX ≺ 0 . (1.24)

This e�ectively means thatMk needs to fulfill the constraint for every submodel of the TS description

individually, i.e., k = i only, while being only connected by the common design matrixX . These LMIs

are applied for both TS models (1.18) and (1.22) with a desired decay rate α = 0.5 and the necessary

feedback gains contained in (1.23) are derived.

Dually to the feedback gain design, the common output matrix of the studied a�ractor in (1.15), i.e.,

Ci = C ∀i, results in reduced LMI stability conditions for deriving the observer feedback gains com-

pared to (1.14). Including a desired decay rate of αO , they can be stated as

AT
i P + PAi − CTNT

i −NiC + 2αOP ≺ 0 , (1.25)

where a design parameter of αO = 1 for the system at hand was chosen.

A comparison of the open-loop state trajectories compared to the closed-loop trajectories governed

by the observer-based TS controller is shown in Fig. 1.2. It is observed that the feedback results

in a decay of the closed-loop system into the stable equilibrium of x = [0, 0, 0]T. To additionally

illustrate the disturbance rejection potential, the a�ractor is augmented with a disturbance input d,

i.e., ẋ = g(x, u) + Bdd with Bd = [10, 0, 2]T. As shown in Fig. 1.3, the controllers are capable of

e�ectively rejecting the disturbance acting on the system and thus the state trajectories vary only

slightly due to the disturbance opposed to the open-loop system dynamics.
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1.4 Overview and connection of the individual contributions

The employed approach, i.e., using TS modeling to obtain LMI-based design constraints, and the sub-

sequent application to wind turbines, interconnects the four scientific contributions. The proposed

control structure integrates a feedback and feedforward term as input to the system, where an ob-

server is designed to estimate the unknown inflow that drives the energy conversion process and

influences the dynamical properties of the wind turbine. However, the focus and perspective of the

contributions di�er, and to a certain degree build on each other. Overall, the objective of this work is

to explore the TS approach for providing a flexible, load mitigating and grid supporting control scheme

for wind turbines.

In the first work presented in chapter 2, the formulation of LMIs for TS systems in the Lyapunov

framework are reviewed in detail. Therein, basic stability constraints are derived for observer and

controller design based on existing literature, where quadratic Lyapunov candidate functions are used,

see e.g., [35, 41]. The D-stability framework [46] is discussed for a restriction of the resulting closed-

loop system eigenvalues into a subregion in the complex plane. As a potential method to disturbance

rejection especially with regard to the wind speed as the governing energy source of the process, the

H2 disturbance a�enuation framework [35] is explicated. To account for the unmeasurable premise

variable in the stability considerations of the estimation error dynamics, the input-to-state stability

concept [47] is discussed and applied. A technique to influence the conservatism of the solution

and thereby closed-loop dynamics a�er solving the LMI-based optimization problem without leaving

the grounding stability constraints is discussed. Originally, the concept was proposed in [48], and

is applied to the wind turbine control problem in this chapter. This overview of the di�erent LMI

constraints for TS systems forms a theoretical basis of the following contributions.

The implications from exploiting a closed-loop shaping and observer-based approach for the wind

turbine control problem in full load region is investigated through simulation studies. A detailed model

of a 5MW reference turbine [49] implemented within the aeroelastic simulator [50] is operated with

the proposed control approach. The TS description captures the aerodynamic conversion process in

the rotational dynamics of the turbine model as only considered state. A comparison to an integral-

based feedback structure resembling the common approach for wind turbine control is drawn. It is

discussed how this controller can be equivalently derived using the presented LMI constraints. In

summary, it is found that the use of an observer-based scheme increases the design flexibility to alter

the resulting closed-loop dynamics, and in consequence the control performance by the possibility of

the control engineer to dedicatedly influence the operating behavior of the turbine.

The performance of the discussed methods in providing a specifically shaped operating behaviour
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are then assessed based on detailed simulation studies for the 5MW reference turbine [49] within

the aero-elastic simulator [50]. This work is presented in chapter 3. It illustrates the load mitigation

capabilities for wind turbines from the proposed framework when considering several components in

the control design simultaneously. This includes tower fore-a� and side-to-side motion and drivetrain

dynamics. Further, the operating range is extended such that partial load operation of the turbine

is simultaneously considered in the control design stage. The experienced loading of the turbine is

compared to a reference control implementation [51], where the provision of active damping by the

control scheme is seen to result in a relevantly load reduced operation. The considered design load

cases for comparison to the reference controller are operation at turbulent wind according to the

normal turbulence model across the wind operating range and extreme operating gusts within the

crucial operating range around rated wind speed.

To obtain specifically shaped closed-loop dynamics despite the conservatism inherited in stability

considerations based on candidate functions, the control design is separated for the individual com-

ponents allowing a componentwise, specific definition of desired closed-loop dynamics. The nature of

the multi-variate control problem in the TS structure is considered in a subsequent stability considera-

tion including all individually synthesized controller gains and their interaction within the closed-loop

system description. In contrast, the disturbance observer for wind speed and state reconstruction is

formulated as a single LMI-based optimization problem considering the entire operating range of in-

terest.

Additionally, the concept of capturing a power tracking functionality within the distribution of oper-

ating points that constitute the TS model of the wind turbine is introduced. The controller is used to

analyze the resulting loading of the turbine structure while following di�erent demand scenarios em-

ulating continuous grid stabilizing behavior. The results suggest that turbines are suitable for a fast

variation of the power output enforced by a dedicated control scheme while experiencing no addi-

tional ultimate loading compared to nominal operation in the considered scenarios. At the same time,

the turbine operation shows an expected increase in fatigue loading due to the continuous actuation

to enforce the demanded variation of the power output.

In the previously discussed works that illustrate the potential of the proposed method for wind turbine

control design, the assumption of time-scale separation of estimation error dynamics and closed-loop

system dynamics is inherited in the stability considerations. This assumption holds for TS systems

with measurable premise variables within the defined operating range, e�ectively allowing for sep-

arate controller and observer design [35, 41]. In the wind turbine control approach discussed here,

however, a disturbance observer provides an estimate of the current e�ective wind speed and deter-

mines the evolution of the premise variables. For this purpose, an augmented state-space is created,

inheriting the estimated wind speed as state of the system description. In consequence, this problem
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treatment yields a purely nonlinear estimation problem with unknown but estimated premise vari-

ables. This increases the design complexity for controller and observer design [52, 53, 54] compared

to parameter-varying estimation error dynamics in case of measurable premise variables. The works

in chapter 2 and 3 consider the unmeasurable premise variable within the input-to-state stability

framework for observer design only, while independently designing the closed-loop system dynamics

assuming that adequately shaped estimation error and system dynamics fulfill the separation princi-

ple.

Beyond the assumption of this time-scale separation, in chapter 4, a framework for the stability analy-

sis of the coupled closed-loop system and estimation error dynamics in case of unmeasurable premise

variables is proposed. The stability framework embeds a wind speed estimation error possibly oc-

curring during application of the control scheme into an increased number of interconnected LMIs

constraining the Lyapunov candidate function. The approach exploits specific structural properties of

the TS formulation to capture the nonlinear estimation process globally within the defined operating

range. The assumption of a maximum estimation error defines a subspace of the state-space, where

the closed-loop turbine model dynamics are proven to be stable despite of the unmeasurable premise

variable if a solution is found. In the upper limit, i.e., when the wind speed estimation error→ ∞,

the proposed LMI constraints constitute a global proof of stability within the defined operating range

of the TS description. In the lower limit, i.e., when the wind speed estimation error→ 0, the stability

constraints conincide with their counterparts when assuming measurable premise variables. The con-

trol and observer design to synthesize the necessary feedback gains is conducted in a previous step

using the methods described in chapter 2 and 3.

An experimental validation of the model-based control concept in a wind tunnel campaign is pre-

sented in chapter 4. A scaled wind turbine [55] is operated by the designed TS controller in a large

operating range of di�erent wind speeds. An active grid [56] is used to generate turbulent inflow con-

ditions resembling realistic operating conditions that turbines face during operation in the field [57].

Additionally, the response of the closed-loop wind turbine at di�erent operating gusts is examined

to explore possible limitations due to extreme wind conditions. The measurement campaign focuses

on the capability of wind turbines to provide grid stabilizing behavior emulated through challenging

power variation demand. The measured power output of the turbine can be seen to adequately follow

the demand while showing a suitable operating behavior in all considered operational scenarios. The

application of the model- and observer-based control scheme in an experimental se�ing with great

uncertainties show the real-time capabilities and robustness of the approach.

As described above, the proposed stability framework incorporates an assumption on the maximum

occurring wind speed estimation error, for this specific problem. Through a measurement device sup-

plying an estimate of the current e�ective wind speed, the experimental validation allows to assess
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the adherence of this assumption in operation of the turbine commanded by the proposed disturbance

observer-based control scheme.

Finally, the fourth contribution addresses a load mitigating filter design for the interaction of the

electrical grid and a wind turbine in chapter 5. For this purpose, a simple analytical grid model is used

and interconnected to the wind turbine through a droop control scheme [58]. As a result, a deviation

of the frequency in the electrical grid results in a variation of the produced power by the wind energy

system. E�ectively, this aims at a reduction of the causing power imbalance in the electrical grid and

a limitation of the frequency deviation from its nominal value. However, this actuation based on the

frequency evolution induces additional excitation into the wind turbine structure. Especially the tower

is stressed by the continuous variation of the blade pitch positions. To address this, a filter design is

proposed that dynamically alters the power output demand from the droop-control scheme before

passing it to the wind turbine controller. The discussed filter design is reformulated into a feedback

control problem, e�ectively allowing for the application of the LMI-based approaches discussed for

the wind turbine control problem before. From the simulation studies involving the 5 MW reference

turbine [49] within FAST [50], it is found that the filter reduces the impact of frequency stabilizing

behavior on the mechanical loading of the turbine structure in fore-a� direction significantly. At the

same time, the evolution and se�ling value of the simulated grid frequency is only minorly altered due

to the filter, underlining the usefulness of the discussed LMI-based approaches in a variety of di�erent

control problems.
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V Masson-Delmo�e, P Zhai, H-O Pörtner, D Roberts, J Skea, P R Shukla, A Pirani, W Moufouma-
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turbulent inflow conditions by an active grid for validation experiments. Journal of Physics: Con-

ference Series, 2018. DOI: 10.1088/1742-6596/1037/5/052002.
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Abstract

This chapter investigates the Takagi-Sugeno modeling approach for non-linear control and observer

design. Several results from the literature based on linear matrix inequalities are summarized and

combined to provide a useful control design framework for non-linear systems. Stability constraints,

techniques to include region constraints of the resulting closed-loop dynamics and robust criteria

are discussed and formulated as linear matrix inequalities. A linear matrix inequality constraint for

Takagi-Sugeno observers with unmeasurable premise variables based on the input-to-state property

is proposed. By combining the presented LMIs for the application to a wind turbine, two di�erent

non-linear control schemes based on the convex system description are derived, and the implications

from introducing the observer for the wind turbine application are discussed.
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2.1 Introduction

This contribution deals with non-linear model-based observer and control design techniques in the

Takagi-Sugeno (TS) framework. TS modeling is employed to obtain a convex representation of the

non-linear system dynamics. The derived convex model description allows for stability analysis, feed-

back gain synthesis and the introduction of performance criteria formulated in terms of linear matrix

inequalities (LMI). LMIs can be e�iciently solved numerically using various available solvers [1], and

thus provide a powerful framework for the automated generation of feedback gains with respect to

stability conditions and performance constraints. The Lyapunov function approach is used to derive

convex constraints that account for the non-linear nature of the models by combining the linear sub-

models of the vertices in the TS description. A collection of LMI constraints is reviewed simultaneously

for both observer and control design that allow for a shaping of the resulting closed-loop dynamics,

providing a useful overview for design of non-linear control schemes in the TS framework. This in-

cludes the formulation of desired closed-loop pole regions in the complex plane, robust disturbance

a�enuation and a mixture of them. The derived stability constraints form the basis for the controller

design of a wind turbine application.

The premise variables in the TS description govern the blending of the linear sub-models, and thus

provide information on the current operating point of the non-linear system and adequate feedback

signal. For systems, where the premise variables are measurable, this is conducted by calculation of the

membership functions based on the current measurement of the premise variable. However, in some

applications like discussed for the wind turbine, the premise variables may be unmeasurable. A non-

linear TS observer can be used to estimate the premise variable, but the design needs to account for the

unmeasurability as the observer relies on its own estimate of the premise variable. The input-to-state

stability concept (ISS) is employed for the formulation of LMIs of a TS observer with unmeasurable

premise variable and subsequently applied to the wind speed estimation for wind turbine control.

As wind turbines take a major role in the transformation of the energy sector towards a renewable

supply, they need to produce energy at a competitive cost. The cost of energy of renewable energy

conversion systems have to be lowered while retaining or increasing energy yield and decreasing sys-

tems cost. For wind turbines the costs are are among others governed by material expenses. Therefore,

achieving mitigation of the loads acting on the mechanical components of the wind turbine by ade-

quate control of the available actuators is a focus of both industry and research as the size of wind

turbine steadily increases with the aim of achieving greater power production capabilities [2, 3].

In the design of control algorithms, two characteristic e�ects of di�erent time scale need to be con-

sidered: While the wind, accelerating the wind turbine’s rotor and drive-train, is highly fluctuating
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within milliseconds, the wind turbine (i.e. its rotor and drive-train) possesses a high rotational inertia

resulting in time constants of some seconds. A precise wind speed measurement is hardly feasible

with conventional, cost-e�ective wind speed sensors [4]. Therefore, in common approaches the in-

formation on the wind is estimated from the current control input to the system, i.e. the pitch angle

of the wind turbine blades. However, since the estimate of the current wind speed in this concept is

coupled to the dynamics of the closed-loop system, the derived estimate is delayed in the time range

of the occurring closed-loop dynamics of the wind turbine. Therefore, the employment of wind speed

observers is proposed to establish an observer-based wind turbine control algorithm, e�ectuating in

adjustable dynamics of the wind speed estimate. Further, by using the observer for wind speed es-

timation, the calculation of the current operating point based on the estimated wind speed can be

decoupled from the actual stabilizing feedback control action.

The concept of using the rotational dynamics of the wind turbine to estimate the e�ective wind speed

has been addressed in several contributions and with di�erent techniques. Surveys and comparison

between di�erent methods can be found in [5, 6, 7]. In [7] a wind speed disturbance observer in a TS

form has been proposed and the performance is compared to Kalman filtering techniques. However,

in this contribution it is shown how the information gained by the TS observer can be exploited in

a feedforward scheme. Further, the estimated wind speed is used in the calculation of the feedback

gains, complementing the observation to an overall non-linear control scheme in the TS framework

for wind turbines in the full-load region.

An observer-based non-linear control algorithm is presented, exploiting only the measurement of the

rotational speed of the turbine ω, which is the common approach in industrial wind turbine control.

It is discussed how the proposed observer-based non-linear control algorithm allows for assessing an

increased sensitivity of the resulting closed-loop dynamic to the design process, and it is compared

to a TS controller resembling the common approach for wind turbine control. Further, the proposed

non-linear control considers the structural integrity of the wind turbine system by avoiding conflict-

ing natural frequencies of the major, mechanical wind turbine components in closed-loop rotational

dynamics through the LMI pole placement technique.

A�er an introduction to the TS modeling technique in Sec. 2.2, LMIs for feedback design are derived

for both controller and observer purposes in Sec. 2.3. The derivation of the wind turbine TS model

follows, and the general LMI formulations in the TS framework are applied for observer and controller

design of the wind turbine in Sec. 2.4. The implications of the LMI region constraints are discussed

along with a variation of the di�erent design parameters, such that their e�ect can be discussed in

Sec. 2.4. An overview of the entire chapter is given in Fig. 2.1.
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Figure 2.1: Overview of the chapter

2.2 Takagi-Sugeno modeling

Throughout this chapter, non-linear state-space models, as well as control laws and observer models,

are formulated in terms of the TS model structure. TS models provide a useful and uniform framework

for non-linear controller and observer design. Originally introduced in the context of fuzzy systems

[8], TS models are weighted combinations of linear sub-models. These can either be derived from

input-output data using system identification techniques or from mathematical models of non-linear

systems. In the la�er, the TS model is analytically constructed by the sector non-linearity approach

[9] or by local linearization around a set of di�erent representative points, which may or may not

be equilibria. The sector non-linearity approach is one of the most frequently used approaches for

constructing TS models for non-linear control and observer design, as an exact representation of a

given non-linear system in a compact set of the state space is obtained [10]. The disadvantage of

this method is that all sub-models are always interconnected in the membership functions, which

may impose conservative constraints to the automated feedback synthesis. Further, all non-linear

terms are concentrated in the membership functions. For some models this may result in the loss of

structural information on dynamics in the local models and may a�ect properties like observability or

controllability. For a discussion on this aspect regarding the formulation of a wind turbine in the TS

structure, see [11].

In contrast, the local linearization of a given non-linear model by Taylor series expansion, which is

used for the wind turbine in Sec. 2.4, generates locally valid sub-models which are summarized in a TS

model via weighted combination of local overlapping normalized membership functions and thus the

non-linear dynamics are preserved in the overall interconnected TS model. The local validity reduces
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the coupling of linear sub-models in description of the defined operating range. However, models

derived by local linearization yield an approximation of the underlying non-linear model description

that depends on the number of chosen operating points.

The non-linear control and disturbance observer design uses the following TS state-space model struc-

ture

ẋ =

Nr∑

i=1

hi(z) (Aix + Biu + Di d) , y = Cx , (2.1)

where z ∈ Rnz denotes the vector of premise variables, x ∈ Rn the vector of system states, u ∈ Rm

the input vector, and y ∈ Rp the vector of outputs. The disturbance is represented by the vector

d ∈ Rnd and their distribution by Di. The system and input matrices, and output matrix are given by

Ai ∈ Rn×n, Bi ∈ Rn×m with i = 1, . . . , Nr , and C ∈ Rp×n, respectively. The membership functions

hi : Rnz → R in the TS model description are designed to fulfill the convex sum condition

Nr∑

i=1

hi(z) = 1 , hi(z) ≥ 0 , i = 1, . . . , Nr . (2.2)

2.3 LMI control and observer synthesis

The description of non-linear systems in a convex structure allows for the formulation of autonomous

and closed-loop stability criteria as LMIs [12]. LMIs are convex constraints that can be solved e�i-

ciently employing various available solvers such as SeDuMi [13], which is used throughout this con-

tribution for all deployed LMIs. As a result, the proof of stability of the non-linear system can be

reduced to the feasibility of a set of LMIs. The definition of feedback gains as variables in the LMI fea-

sibility problem allows for an automated generation of stabilizing controller and observer gains from a

set of given LMIs. Various problems from the control theory such as Lyapunov or Riccati inequalities

can be reformulated and thus solved as LMIs [1].

This section first describes stability conditions for TS systems emerging from Lyapunov theory. The

derived stability conditions are extended to include robustness criteria. This includes a decay rate, a

desired location of the resulting closed-loop poles in the complex plane and guaranteedH2 a�enuation

of the disturbance acting on the process. Additionally, a mixed criterion involving the closed-loop

location of the poles along with the guaranteed H2 a�enuation is formulated.

Preliminaries In the definition of the LMIs, X ≺ 0 (X � 0) describes a negative (positive) definite

matrix, i.e. all eigenvalues of the matrix λ, fulfilling det(X − λI) = 0, are negative (positive). For
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scalars the notation < and > is used. The euclidean norm is denoted as ‖x‖2 =
√
xTx. The real and

imaginary part of a complex vector is described by Re(·) and Im(·), respectively.

Congruence [10]

For a symmetric matrix X and a full column rank matrix Q the following property holds

X � 0⇒ QTXQ � 0 .

Completion of Squares

For two matrices X and Y of appropriate dimensions and a symmetric positive definite matrix Q =

QT � 0, from (X−Q−1Y)TQ(X−Q−1Y) � 0, the following inequality

XTY + YTX � XTQX + YTQ−1Y

can be derived.

Schur Complement [10]

For a symmetric matrix X = XT =

[
X11 X12

XT
12 X22

]
, the following conditions are equivalent

X ≺ 0⇔
{

X22 ≺ 0

X11 −X12X
−1
22 X

T
12 ≺ 0

.

2.3.1 Stability conditions

Consider a non-linear closed-loop or autonomous TS system given by

ẋ =

Nr∑

i=1

hi(z)Gix . (2.3)

From the direct Lyapunov method it is well known that a system is globally asymptotically stable, if

a function V (x) satisfying

V (x) > 0 and V̇ (x) < 0 (2.4)

exists. Se�ing a quadratic Lyapunov function candidate as V (x) = xTPx, where P is defined as

a symmetric positive matrix to be determined, i.e. P = PT and P � 0, the aim is to verify the

negativity of the time derivative V̇ (x) resulting from the Lyapunov function candidate. The given

candidate functions derivative is

V̇ (x) = ẋTPx + xTPẋ , (2.5)
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such that with (2.3)

V̇ (x) =

Nr∑

i=1

hi(z)xT
(
GT
i P + PGi

)
x (2.6)

results. Thus, stability of the non-linear system (2.3) is verified if a matrix P = PT � 0 is found

fulfilling the set of LMIs for i = 1, ..., Nr given by

GT
i P + PGi ≺ 0 . (2.7)

The LMIs in (2.7) verify stability of the non-linear system by determination of a common positive

symmetric matrix P that fulfills the requirements of the Lyapunov function approach at every vertex

of the polytopic description. Therefore, due to the convex blending of the linear sub-models that

represent the vertices, the overall non-linear operation of the system in the confined operating range

is stable as well.

2.3.1.1 Input to State Stability (ISS)

Consider the TS system (2.3) subject to a bounded input δ

ẋ =

Nr∑

i=1

hi(z)(Gix + Fiδ) . (2.8)

Assuming that condition (2.7) for system (2.8) holds, there ∃λ̄ > 0 for which the following is verified

xT(GT
i P + PGi)x ≺ −λ̄I ‖x‖22 = −λ̄xTx . (2.9)

Employing a quadratic Lyapunov function approach, an upper bound of the corresponding derivative

is denoted as [10]

V̇ (x) < − λ̄
2
‖x‖22 +

2PFi
2

λ̄
‖δ‖22 , (2.10)

where PFi = max
i
‖PFi‖ can be calculated from the solution of the LMI-based stability analysis of

the system in (2.7). Thus, the derivative of the quadratic Lyapunov function in (2.10) is guaranteed to

be negative as long as
2PFi

2

λ̄
‖δ‖22 <

λ̄

2
‖x‖22 (2.11)

holds. The input-to-state stability property of a system ẋ = f(x) + g(x)δ is presented in [14].

The concept proposes to assess the ISS property, by finding a Lyapunov function candidate V (0) =

0, V (x) > 0 ∀x 6= 0 and monotonically increasing functions χ1(·), χ2(·), χ3(·) : R≥0 → R≥0,

χ1(0) = 0, χ2(0) = 0, χ3(0) = 0, such that V̇ (x) ≤ −χ1(‖x‖2) + χ2(‖δ‖2) with ‖x‖2 ≥ χ3(‖δ‖2)
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for all x and δ. Then system (2.8) subject to a bounded input δ is ISS. From the definitions

χ1(‖x‖2) :=
λ̄

2
‖x‖22, χ2(‖δ‖2) :=

2PFi
2

λ̄
‖δ‖22 and χ3(‖δ‖2) =

4PFi
2

λ̄2
‖δ‖22 (2.12)

it is apparent that (2.10) and (2.11) fulfill the ISS properties derived in [14]. Further, condition (2.11)

allows for an estimate on the guaranteed resulting stability margin around the origin under impact of

the bounded input, where V (x) is decreasing as long as (2.11) holds.

In fact, for bounded inputs of the system, guaranteeing the autonomous closed-loop stability of the

TS model (2.3) results in the ISS property, since there always ∃λ̄ in (2.9) [10]. However, as will be

discussed for the observer design with unmeasurable premise variables, introducing a restriction in

form of (2.11) in the LMI design process can be used to impose a desired stability margin around the

origin.

2.3.1.2 Decay rate

LMIs (2.7) constrain the eigenvalues of the solution at the vertices λi, i.e., det(Gi − λiI) = 0, to lie

anywhere within the le� half of the complex plane. It is well known for linear systems that the tran-

sient response is governed by the location of the eigenvalues in the complex plane. Due to the non-

linear nature of the system, TS systems perform with variable transient responses depending on the

current operating point. However, a good indicator of the transient properties of the overall non-linear

system is the location of the eigenvalues at the vertices of the polytopic description. Consequently, by

influencing the location of the eigenvalues of the linear closed-loop sub-models, the dynamic behavior

of the non-linear system can be designed to account for requirements that arise from e.g. the physical

application.

The introduction of an additional term to the LMIs (2.7) guarantees a decay rate α at which system

(2.3) at least moves towards a stable equilibrium [9]. It results from restricting the Lyapunov function

candidates derivate to an upper bound V̇ (x) < −2αV (x) and is given in terms of LMIs as

GT
i P + PGi + 2αP ≺ 0 (2.13)

for i = 1, ..., Nr , where the reformulation to GT
i P + PGi ≺ −αP − αP directly indicates that all

real parts of the eigenvalues of Gi a�ain at least Re(λi) < −α.
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α

Figure 2.2: Graphical representation of the subset S(α, r, θ) in the complex plane defined by (2.14)

2.3.1.3 LMI region in the complex plane

In many applications there is a limit to the maximum a�ainable decay rate of the systems response,

e.g. from loading aspects or acutator saturation. Further, the transient response of the system is o�en

restricted by certain natural frequencies of the process, which can be characterized as the imaginary

part of the closed-loop eigenvalue Im(λi), as discussed for the wind turbine in Sec. 2.4. Therefore,

the excitation of un-modeled dynamics may be prevented by imposing a restriction of the resulting

eigenvalues λi on the admissible subset in the complex plane, such that a desired transient behavior

of the system occurs.

In [15] a LMI representation for eigenvalues of a linear system to be located in region S(α, r, θ), which

is shown in Fig. 2.2, is presented. This formulation can be extended to TS models by the following LMIs

for i = 1, ..., Nr [16]

GT
i P + PGi + 2αP ≺ 0 ,
[
−rP PGi

GT
i P −rP

]
≺ 0 ,

[
sin θ

(
GT
i P + PGi

)
cos θ

(
PGi −GT

i P
)

cos θ
(
GT
i P−PGi

)
sin θ

(
GT
i P + PGi

)
]
≺ 0 .

(2.14)

If the LMIs in (2.14) hold, the system is said to be quadratically D-stable and all poles of the vertices

of the system Gi, i = 1, ..., Nr lie inside of D, where S(α, r, θ) is one possible representation of a

subset D of the complex plane. It consists of an α-stability region (2.13), a disk with a center at the

origin and a cone given by S(0, 0, θ) as the first, second and third LMI in (2.14), respectively.
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2.3.1.4 Disturbance a�enuation byH2 approach

Now consider a TS system subject to a disturbance d ∈ Rmd and given by

ẋ =

Nr∑

i=1

hi(z)
(
Gix + Did

)
, (2.15)

where Di is the non-linear disturbance distribution matrix in TS formulation. The impact of the dis-

turbance on the system can be characterized in terms of the L2 → L2 gain γ > 0

‖x‖2
‖d‖2

≤ γ ⇐⇒ xTx− γ2dTd ≤ 0 . (2.16)

The aim of the control synthesis is to minimize gain γ, which implies an a�enuation of the disturbance

d on the system states x of γ. The characterization of the L2 → L2 gain in (2.16) is a LMI and can be

introduced into negativity condition of the Lyapunov function candidates derivative in (2.4) to form

[10]

V̇ (x) + xTx− γ2dTd < 0 . (2.17)

From integrating expression (2.17), assuming a resulting stable system V (x(∞)) = 0, and se�ing the

initial condition to x(0) = 0 ∫ ∞

0
(γ2dTd− xTx)dt > 0 (2.18)

is obtained as the solution to the corresponding Lyapunov function. This is equivalent to the a�enu-

ation condition represented by (2.16). Therefore, using the system description subject to disturbance

in (2.15), the derivative of the Lyapunov function candidate in (2.5) and expansion with respect to the

property of the membership functions
∑Nr

i=1 hi(z) = 1, stability condition (2.17) results in

Nr∑

i=1

hi(z)

(
xTGT

i Px + xTPGix + dTDT
i Px + xTPDid + xTx− γ2dTd

)
< 0 , (2.19)

or equivalently

Nr∑

i=1

hi(z)
[
xT dT

] [GT
i P + PGi + In PDi

DT
i P −γ2Imd

][
x

d

]
< 0 . (2.20)

As a result, stability of the system and an a�enuation γ > 0 from the disturbance to the states of the

system is verified if [
GT
i P + PGi + In PDi

DT
i P −γ2Imd

]
≺ 0 (2.21)
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with respect to a matrix P = PT � 0 holds.

The presented stability conditions form the basis for both the following observer and controller syn-

thesis. In the remainder of the section, the proposed controller is described, and the synthesis of the

necessary feedback gains are formulated in terms of LMIs.

2.3.2 Control synthesis

The control design is based on the disturbed TS system in form of

ẋ =

Nr∑

i=1

hi(z)
(
Aix + Biu + Did

)
. (2.22)

For control design it is assumed that the Nr pairs (Ai,Bi) are controllable. The proposed state feed-

back is the Parallel-Distributed Compensation (PDC) control law [9, 10], which accordingly to the TS

structure consists of Nr feedback matrices Ki blended by the membership functions hi(z) or as will

be derived for the wind turbine application on the estimate of the membership functions
∑Nr

j=1 hj(ẑ).

Consequently, the PDC control law is given by [9, 10]

u = −
Nr∑

j=1

hj(z)Kjx . (2.23)

As a result, the closed-loop TS system under impact of the PDC control (2.23) is denoted as

ẋ =

Nr∑

i=1

hi(z)

((
Ai −

Nr∑

j=1

hj(z)BiKj

)
x + Did

)
=

Nr∑

i=1

hi(z)
(
Gix + Did

)
, (2.24)

where from expansion with respect to the convex sum property
∑Nr

j=1 hj(z) = 1 the closed-loop

system matrix is given by Gi =
∑Nr

j=1 hj(z)(Ai −BiKj

)
.

2.3.2.1 Control synthesis: decay rate

Assuming an undisturbed system, i.e. d = 0, stability condition (2.13) from a quadratic Lyapunov

function approach for the closed-loop TS system in (2.24) reads as

AT
i P + PAi −KT

j B
T
i P−PBiKj + 2αP ≺ 0 . (2.25)
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Since the objective of the LMI solver is to determine P and Kj simultaneously, the given constraint

is bi-linear. By employing the matrix X = XT = P−1 to derive a congruent inequality X(2.25)X, the

control synthesis of the Nr feedback gains Ki with respect to a guaranteed decay rate α > 0 can be

formulated as LMIs in the following way.

Determine the matrix X = XT � 0 and Nr matrices Mj with respect to a decay rate α constraint by

[9]

XAT
i + AiX−MT

j B
T
i −BiMj + 2αX ≺ 0 (2.26)

for every combination i, j = 1, ..., Nr such that hi · hj 6= 0. The positive definite matrix fulfilling the

Lyapunov function in (2.4) is given by P = X−1 and the Nr feedback matrices ensuring stability of

the closed-loop non-linear TS system (2.24) are calculated by Kj = MjX
−1.

Remark. The combination of i and j in LMIs (2.26) of the control synthesis plays an important role with

respect to both feasibility and performance of the resulting feedback gains. In general, stability of the TS

system is verified, if all possible combinations of i = 1, ..., Nr and j = 1, ..., Nr are respected in the

synthesis. However, this results in a large number of LMIs and might impede the search for appropriate

feedback gains Ki, which need to ensure the stability and performance imposed by the LMIs at every

vertex of the polytopic description. The additional condition hi · hj 6= 0 accounts for the property of

systems, where not every membership function may be active, i.e. hi 6= 0, at the same time (or operational

point), see e.g. the discussion in Sec. 2.4.4 for the control syntheses of the wind turbine application.

Thus, the conservativeness of the LMIs is reduced by accounting for hi · hj 6= 0. This consideration

holds for all control and observer synthesis LMIs discussed in this contribution, where the double sum
∑Nr

i=1 hi(z)
∑Nr

j=1 hj(z) or
∑Nr

i=1 hi(z)
∑Nr

j=1 hj(ẑ) occurs.

Remark. For the derivation of the LMIs in the control synthesis by introduc-

ing Gi =
∑Nr

j=1 hj(z)(Ai −BiKj

)
into the LMIs presented in Sec. 2.3.1, all nec-

essary terms can be expanded using the property
∑Nr

j=1 hj(z) = 1 to form e.g.
∑Nr

j=1 hj(z)
(
XAT

i + AiX−MT
j B

T
i −BiMj + 2αX

)
≺ 0 from (2.26), which holds if (2.26)

holds for the necessary combinations of i and j as discussed before.

2.3.2.2 Control synthesis: LMI region constraint

Employing substitution
(
P,PGi,G

T
i P
)
↔
(
X,GiX,XGT

i

)
[15], stability of the closed-loop system

Gi in (2.24) constraint to the region S(α, r, θ) can be expressed based on (2.14), such that the following

synthesis results.

Determine the matrix X = XT � 0 and Nr matrices Mj for a desired α > 0, r > 0 and θ > 0
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constraint by

XAT
i + AiX−MT

j B
T
i −BiMj + 2αX ≺ 0 ,

[
−rX AiX−BiMj

XAT
i −MT

j B
T
i −rX

]
≺ 0 ,

[
sin θ

(
XAT

i + AiX−MT
j B

T
i −BiMj) cos θ

(
AiX−BiMj −XAT

i + MT
j B

T
i )

cos θ
(
XAT

i −MT
j B

T
i −AiX + BiMj

)
sin θ

(
AiX−BiMj + XAT

i −MT
j B

T
i )

]
≺ 0

(2.27)

for all i, j = 1, ..., Nr such that hi ·hj 6= 0. If (2.27) is solved, the eigenvalues of the closed-loop system

(2.24) are located in S(α, r, θ), and the positive definite matrix fulfilling the Lyapunov function in (2.4)

is given by P = X−1. The Nr feedback matrices ensuring stability of the closed-loop non-linear TS

system are calculated by Kj = MjX
−1.

2.3.2.3 Control synthesis: H2 disturbance a�enuation

Inserting the closed-loop TS system (2.24) into (2.21) and applying the congruence matrix

(
X 0

0 I

)

yields [
XAT

i + AiX−MT
j B

T
i −BiMj + XX Di

DT
i −γ2Imd

]
≺ 0 (2.28)

and from separation of the quadratic term gives

[
XAT

i + AiX−MT
j B

T
i −BiMj Di

DT
i −γ2Imd

]
+

[
X

0

] [
X 0

]
≺ 0 . (2.29)

Applying the Schur complement to (2.29) results in the following set of LMIs for a control synthesis

guaranteeing an a�enuation of γ.

Determine the matrix X = XT � 0 and Nr matrices Mj with respect to a desired γ constraint by




XAT
i + AiX−MT

j B
T
i −BiMj Di X

DT
i −γ2Imd 0

X 0 −In


 ≺ 0 (2.30)

for i = 1, ..., Nr , j = 1, ..., Nr such that hi · hj 6= 0. Moreover, by a change of variable Γ = γ2, the

LMI solver can be employed to minimize Γ.
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2.3.2.4 Control synthesis: mixedH2 disturbance a�enuation and LMI region constraint

In some applications, like discussed for the wind turbine in Sec. 2.4, minimizing the disturbance at-

tenuation within a particular LMI region might be favorable. For that reason, a mixed LMI constraint

from the previously discussed LMIs can be formed similar to the approach for linear systems in [15].

Increasing the a�enuation from the disturbance to the system states pushes the resulting eigenvalue

of the closed-loop system further into le� half of the complex plane, see e.g. Tab. 2.1 in Sec. 2.4,

and consequently has similar e�ects like introducing a decay rate α in (2.27). Since stability of the

closed-loop system is verified by (2.30), combining it with (2.27), where the first LMI respecting the

guaranteed decay rate α is omi�ed, results in a mixed criterion ensuring an a�enuation of γ with

eigenvalues of the closed-loop system restricted to S(0, r, θ). Formulated in terms of LMIs, this prop-

erty is verified if for all i, j = 1, ..., Nr such that hi · hj 6= 0, X = XT � 0 and Nr matrices Mj the

following LMI conditions hold




XAT
i + AiX−MT

j B
T
i −BiMj Di X

DT
i −γ2Imd 0

X 0 −In


 ≺ 0 ,

[
−rX AiX−BiMj

XAT
i −MT

j B
T
i −rX

]
≺ 0 ,

[
sin θ

(
XAT

i + AiX−MT
j B

T
i −BiMj) cos θ

(
AiX−BiMj −XAT

i + MT
j B

T
i )

cos θ
(
XAT

i −MT
j B

T
i −AiX + BiMj

)
sin θ

(
AiX−BiMj + XAT

i −MT
j B

T
i )

]
≺ 0 .

(2.31)

2.3.3 Observer synthesis

An observer for the TS system represented by (2.22) with a linear output defined as y = Cx and

estimated premise variables ẑ is denoted as [10]

˙̂x =

Nr∑

i=1

hi(ẑ)
(
Aix̂ + Biu + Li(y − ŷ)

)
,

ŷ = Cx̂ ,

(2.32)

where in the following it is assumed that the Nr pairs
(
Ai,C

)
are observable. The structure of the

observer described by (2.32) resembles the well-known Luenberger observer with a feedback term

blended by the convex membership functions
∑Nr

i=1 hi(ẑ)Li. By ensuring stability of the observation

error e = x−x̂, the convergence of the estimated states to the real states x̂→ x is verified. Therefore,
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consider the observer error dynamics ė of system (2.22) specified as [17]

ė = ẋ− ˙̂x +

Nr∑

i=1

hi(ẑ)
(
Aix + Biu + Did

)
−

Nr∑

i=1

hi(ẑ)
(
Aix + Biu + Did

)

︸ ︷︷ ︸
=0

(2.33)

resulting in

ė =

Nr∑

i=1

hi(ẑ)
(
(Ai − LiC)e + Did

)
+
( Nr∑

i=1

hi(z)−
Nr∑

i=1

hi(ẑ)
)(
Aix + Biu + Did

)

︸ ︷︷ ︸
:=∆(z,ẑ,x,u,d)

. (2.34)

The premise vector z may be unmeasurable but estimated, which is accounted for by the notation
∑Nr

i=1 hi(ẑ).

2.3.3.1 Observer synthesis: measurable premise variable

In many applications the premise variables may depend on an output or a measurable exogenous

signal of the process. In those cases, where z is completely measurable, the error dynamic reduces to

ė =

Nr∑

i=1

hi(z)
(
(Ai − LiC)e + Did

)
. (2.35)

The error dynamic given by (2.35) is compatible with the structure of the system represented by (2.24),

and thus a quadratic Lyapunov candidate function V (e) = eTPe can be applied accordingly. There-

fore the results from deriving the stability condition in Sec. 2.3.1 can be readily applied for the observer

synthesis by introducing the closed-loop state matrices Gi = Ai − LiC. As a result, a minimum

decay rate α in the convergence from the observer to the system states x̂ → x is guaranteed, if a

positive definite matrix P = PT � 0 and Nr matrices Ni for i = 1, ..., Nr are found fulfilling

AT
i P + PAi −NiC−CTNT

i + 2αP ≺ 0 , (2.36)

where the feedback gains are obtained from Li = P−1Ni. In addition, D-stability implying that the

closed-loop eigenvalues of the error dynamic at the vertices of the convex description are restricted

to the subset S(α, r, θ) for a given α > 0, r > 0 and θ > 0 is verified, if a positive definite matrix
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P = PT � 0 and Nr matrices Ni for i = 1, ..., Nr constrained by

AT
i P + PAi −NiC−CTNT

i + 2αP ≺ 0
[

−rP PAi −NiC

AT
i P−CTNT

i −rP

]
≺ 0

[
sin θ

(
AT
i P + PAi −NiC−CTNT

i

)
cos θ

(
PAi −NiC−AT

i P + CTNT
i )

cos θ
(
AT
i P−CTNT

i −PAi + NiC
)

sin θ
(
AT
i P + PAi −NiC−CTNT

i

)
]
≺ 0

(2.37)

are determined. Accordingly, a disturbance a�enuation to the error states ‖e‖2 ≤ γ‖d‖2 of γ is

verified, if a solution for P = PT � 0 and Nr matrices Ni for i = 1, ..., Nr constraint by

[
AT
i P + PAi −CTNT

i −NiC + In PDi

DT
i P −γ2Imd

]
≺ 0 (2.38)

is determined.

2.3.3.2 Observer synthesis: unmeasurable premise variable

For applications that depend on an unmeasurable state as premise variable, the estimated states of

the observer can be used to calculate the membership functions of the TS feedback loop. However,

in the transient region where the observer states x̂ converge to the real states x, this induces an

additional disturbance term denoted as ∆ in (2.34), which stems from the error in the calculation of

the membership function
∑Nr

i=1 hi(z) −∑Nr
i=1 hi(ẑ). This error term converges→ 0 as the states of

the observer move towards the real states of the system.

To ensure stability with respect to unmeasurable premise variables that are states of the TS systems,

in [18] a synthesis is proposed. However, as also stated in [19], the synthesis is conservative when

accounting for the unmeasurable premise variable. For that reason in [19] an observer design is pre-

sented that employs an assumption on the maximum occurring mismatch from the calculation of the

estimated membership functions hi(x̂). The negativity of the Lyapunov derivative is ensured despite

of ∆(x, x̂,u) influencing system (2.34). The impact on the Lyapunov function derivative is upper

bounded by ‖hi(x)x−hi(x̂)x̂‖2 ≤ Oi‖e‖2 and ‖
(
hi(x)−hi(x̂)

)
u‖2 ≤ Ui‖e‖2, where Oi and Ui are

appropriate real matrices with all components being positive definite.

Here, TS observers with states as unmeasurable premise variables are considered by a di�erent ap-

proach. The error in the calculation will be accounted by combining the necessary linear sub-models

in the observer synthesis to ensure convergence to a defined stability margin imposed by the ISS con-

cept, see Sec. 2.3.1.1. The presented LMI condition is less restrictive with respect to the influence
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of the error term from the unknown premise variable, i.e. to the bounded disturbance induced by

the mismatch of the calculated membership functions. In the feedback synthesis term ∆(x, x̂,u) is

not entirely included in the presented approach. However, this property is derived at cost of combin-

ing more linear sub-models within the synthesis, imposing a di�erent source of conservatism on this

LMI-based approach.

Therefore, consider rewriting the error dynamics with respect to convexity
∑Nr

j=1 hj(ẑ) =
∑Nr

i=1 hi(z) = 1 as ė =
∑Nr

j=1 hj(ẑ)ẋ−
∑Nr

i=1 hi(z) ˙̂x and reformulating the state

matrix of the observer as Aj = (Aj + Ai −Ai).

This yields

ė =

Nr∑

i=1

hi(z)

Nr∑

j=1

hj(ẑ)
(
(Ai − LjC)e + ∆Ai,jx̂ + ∆Bi,ju

)
, (2.39)

with ∆Ai,j = (Ai −Aj) and ∆Bi,j = (Bi −Bj). By inserting x̂ = (x− e), the error dynamics are

given by

ė =

Nr∑

i=1

hi(z)

Nr∑

j=1

hj(ẑ)
(
(Ai − LjC−∆Ai,j)e + ∆Ai,jx + ∆Bi,ju

)
. (2.40)

As also argued in [19], if the membership functions are Lipschitz and the input u of the system is

bounded, then the state x is also bounded. Thus the ISS property is applicable to the disturbance

resulting from the mismatch in the estimation and the current state x and input u of the system.

Therefore, only the closed-loop system matrix (Ai −∆Ai,j − LjC) determines the ISS property. In

case of an unmeasurable premise variable, here the disturbance in (2.34) is assumed to be d = 0. This

is reasonable for the presented application of the wind turbine, since the main task of the observer is to

estimate the current wind speed, and thus the disturbance of the system is included as an augmented

state in the system description. The following theorems provide the basis for the wind speed observer

design.

Theorem. The observer with unmeasurable states as premise variables and a closed-loop error dynamic

of (2.40) is ISS if a positive definite matrix P = PT � 0 for V (e) = eTPe and Nr matrices Nj for

i, j = 1, ..., Nr are found fulfilling

(Ai −∆Ai,j)
TP + P(Ai −∆Ai,j)−NjC−CTNT

j ≺ 0 , (2.41)

where the feedback gains are obtained from Lj = P−1Nj .

Proof. The bounded inputs x and u can omi�ed for applying ISS property, and and thus the derivative
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of the quadratic Lyapunov function V (e) = eTPe is denoted as

V̇ (e) =

Nr∑

i=1

hi(z)

Nr∑

j=1

hj(ẑ)eT
(
(Ai−∆Ai,j)

TP+P(Ai−∆Ai,j)−CTNT
j −NjC

)
e < 0 , (2.42)

which holds if (2.41) is verified.

It is interesting to notice that by inserting ∆Ai,j = (Ai −Aj) in (2.41), condition (2.36) with α = 0

results, since Ai −∆Ai,j = Aj . However, the given description with respect to a variation of i and j

allows for the derivation of the following theorem that ensures the convergence to a defined stability

margin with respect to a bounded input in case of an estimation error of the premise variable.

Theorem. The observer with unmeasurable states as premise variables and a closed-loop error dynamic

of (2.40) is ISS and the occurring error due to the bounded input x is confined to a stability margin defined

by ε, if a positive definite matrix P = PT � 0 for V (e) = eTPe and Nr matrices Nj are determined

for i, j = 1, ..., Nr and a given matrixQ = QT � 0 fulfilling

[
(Ai −∆Ai,j)

TP + P(Ai −∆Ai,j)−NjC−CTNj + ε2Q P∆Ai,j

∆AT
i,jP −Q

]
≺ 0 . (2.43)

Proof. The resulting error from the bounded inputs is confined to a stability margin around the origin

depending on x, u and the resulting closed-loop dynamic of the observer in (2.40). However, a margin

of stability can also be defined beforehand, such that if the LMIs are solved, the desired margin around

the origin is verified. So consider the case whenever

‖x‖2 ≤ ε‖e‖2 (or ‖u‖2 ≤ ε‖e‖2) (2.44)

holds in operation, which by employing in the estimate of the Lyapunov function derivative implies

that the observer error e decays to (2.44) as long as the condition holds, see also the margin given by

(2.11).

Since it can be addressed by the ISS property, neglecting the term introduced by u in (2.40) does not

violate the stability conditions. The derivative of a quadratic Lyapunov function with respect to the

bounded input x is given by

V̇ (e) =

Nr∑

i=1

hi(z)

Nr∑

j=1

hj(ẑ)

(
eT
(
(Ai −∆Ai,j)

TP + P(Ai −∆Ai,j)−CTNT
j −NjC

)
e

+xT∆AT
i,jPe + eTP∆Ai,jx

)
.

(2.45)
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An upper bound of the Lyapunov function derivative outside of the stability margin imposed by (2.44)

and using Completion of Squares property to achieve

xT∆AT
i,jPe + eTP∆Ai,jx ≤

xTQx + eTP∆Ai,jQ
−1∆AT

i,jPe ≤
ε2eTQe + eTP∆Ai,jQ

−1∆AT
i,jPe

is denoted as

V̇ (e) <

Nr∑

i=1

hi(z)

Nr∑

j=1

hj(ẑ)
(
eT((Ai −∆Ai,j)

TP + P(Ai −∆Ai,j)−NjC−CTNj

+ε2Q + P∆Ai,jQ
−1∆AT

i,jP)e
)
< 0 ,

(2.46)

which holds, if

(Ai −∆Ai,j)
TP + P(Ai −∆Ai,j)−NjC−CTNj + ε2Q + P∆Ai,jQ

−1∆AT
i,jP ≺ 0

is verified. This expression can be rearranged by applying the Schur Complement, such that (2.43)

results.

As a result, the observer synthesis with respect to stability margin (2.44) with unmeasurable premise

variables can be formulated in the following approach. Determine P = PT � 0 and Nr matrices Nj

for a given Q = QT � 0 constraint by (2.43) for i, j = 1, ..., Nr . If the problem is found feasible,

calculate the feedback matrices from Lj = P−1Nj .

2.3.4 Gain optimization procedure

The TS model description allows for an additional and subsequent optimization procedure of the de-

rived controller, observer or performance gains. It is based on a two step synthesis, where the first

step consists in solving the former introduced LMIs. A�er a solution to the initial synthesis is found,

properties resulting from the convex model structure are used to separate the feedback gain synthe-

sis for each of the Nr gains individually. Originally introduced in [20], the procedure was employed

for performance optimization of a TS proportional multi-integral observer for the fault reconstruc-

tion in non-linear systems subject to noise. Anyhow, here the optimization process is formulated in a

generalized fashion, such that it can be applied to all presented LMIs in this contribution.

Essentially, the optimization procedure consists in finding a feasible solution to the same LMIs as in
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the first design step. However, since the derived feedback gains from the LMI solver depend on the

formulation of the posed problem, the introduction of results from the initial design stage enables for

a reduction of the complexity for the employed LMI solver, where at the same time stability of the

closed-loop system is still guaranteed. The reduction of complexity stems from a reduced number of

matrix variables to be determined and a reduced number of LMIs constraining the solver operation.

That way di�erent feedback gains may be a�ained by the LMI solver compared to the initial LMI

design step.

The optimization procedure employs the derived solution of the positive definite matrix P = PT � 0

from the initial design step. The LMI solver is used only to determine a feasible solution for each of

the Nr feedback gains {Li, Ki} individually and only for the necessary combinations of i and j, see

also the remark in Sec. 2.3.2. Since the originally derived matrix P is introduced in the LMI definitions

for each of the Nr LMI solver operations, the initial stability conditions resulting from the Lyapunov

function approach is not violated. Therefore, if the proposed optimization procedure is found feasible,

employing the resulting Nr controller or observer gains and P, condition (2.4) is verified and the per-

formance imposed by the LMIs are a�ained. Therefore the overall control or observer synthesis in this

contribution can be given as the following two step procedure, where the notation (?) ≺ 0 means that

any LMI described in Sec. 2.3.2 may be introduced into this procedure. It is simultaneously denoted

for both, the controller {X, Ki} and observer design task {P, Ni}, see Sec. 2.3.2.

Step 1 - Initial design:

Determine the symmetric positive definite matrix {X, P} and Nr matrices {Mj , Nj} constraint by

(?) ≺ 0 for all i, j = 1, ..., Nr such that hi · hj 6= 0.

Step 2 - Optimization:

If the initial design step is feasible, use the resulting {X, P} from Step 1 and determine the matrix

{Mj , Nj} constraint by (?) ≺ 0 for each j = 1, ..., Nr individually subject to a variation i = 1, ..., Nr

such that hi · hj 6= 0.

Even though the two steps appear similar, and essentially describe the same formal stability problem,

there are some di�erences with regard to the LMI solver. Whereas in the first design step there are

Nr + 1 matrix variables to be determined, i.e. {Mj , Nj} for j = 1, ..., Nr and {X, P}, the second

step consists in determining only 1 matrix variable {Mj , Nj} for a given {X, P}. Additionally, the

number of LMIs that constrain the feasible solution are reduced from a maximum of N2
r if all sub-

models are interconnected, i.e. hi ·hj 6= 0, ∀i, j, to a maximum number ofNr in the optimization step

for entirely interconnected sub-models. Therefore, the two steps describe the same stability problem,

but the reformulation in the optimization procedure is numerically less extensive due to knowledge
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from the first design step and stability is verified due to the convex properties of the TS description.

2.4 Application to wind turbine control

Wind turbines are highly non-linear systems with many dynamically interacting components. Its

dynamics depend heavily on the current wind speed that at the same time represents the disturbance

of the process [4].

In general, the aim of the controller depends on the current operating region of the wind turbine [21].

The aim in partial load region is to optimize the extraction of power from the incoming wind field. In

full load region, where the wind results in rated power production, the aim is to reduce the structural

loads by varying the e�iciency of the energy conversion from the wind to the rotational components

of the wind turbine.

The power optimization in partial load region is conducted by a variation of the generator torque.

Usually a quadratic law Tg ∝ ω2 governs the generator torque Tg depending on the current rotational

speed ω of the wind turbine. When the rated wind speed is reached, thus the turbine operates in

full load region, the generator torque set-point reaches its rated value along with the rated power

production. From this operating point on, the wind turbines pitch actuators are employed to adjust

the angle-of-a�ack by pitching the blades, and consequently decreasing the e�iciency of the energy

conversion process. The adjustment of the pitch angle aims for a limitation of the power to the rated

values to prevent the mechanical and electrical components of the wind turbine from overloading.

Components of the wind turbine are optimized with regard to cost and lifetime, and thus rely on

a well defined operational range that fits predicted loads over the entire lifetime in the mechanical

and electrical design. For that reason, the main aim of the wind turbine controller in full-load region

is to shape the dynamics by appropriate controller feedback and adjust the pitch angle according

to the current operating point. Controllers that are designed for the wind turbine implementation

need to perform well in a large amount of operational se�ings, which are assessed during the wind

turbine development through simulations that need to fulfill criteria on lifetime prediction for the

certification process [22]. This includes considerations of both fatigue and extreme loads with respect

to the operation in a small band around the rated values of the components.

The range of admirable dynamics as the closed-loop response of the wind turbine is however narrow.

This results from the dynamically interacting components of the wind turbine such as the tower,

blades or drive-train, where each component might introduce several orders of considerable natural

frequencies. For that reason, it is desirable to place the resulting closed-loop poles of the system into
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a certain region, avoiding conflicting natural frequencies of the unmodeled components. As will be

demonstrated, this can be achieved by employing the LMI region constraints in the control synthesis

discussed in Sec. 2.3.

Another important aspect in the operation of wind turbines, which at the same time is the source

of energy, is the wind field acting on the components of the wind turbine. From a control point of

view, the wind speed is considered as disturbance of the system. Consequently, the results on H2

a�enuation expressed as LMIs from Sec. 2.3.2 will be used for the control feedback gain syntheses.

Up to now, conventional wind turbines are equipped with measurements of the wind speed that are

unsubstantial for control purposes. More recent sensor techniques under consideration involve e.g.

LIDAR [23] or spinner anemometer [24] to assess information on the upcoming and current wind field.

Such information can be employed to introduce a feedforward term into the pitch angle command,

for example as shown in [25]. Contrarily, here a TS disturbance observer will be employed to estimate

the current e�ective wind speed from augmenting a TS wind turbine model by a wind state. The

estimated wind speed of the observer represents an e�ective wind speed, which causes the excitation

of the rotational dynamics of the wind turbine. This estimated wind speed will be employed for both,

the calculation of the operating point of the TS controller by determination of the feedback gains
∑Nr

i=1 hi(ẑ)Ki and introducing a feedforward term.

Since the designed observer is based on an augmented TS description of the wind turbine with the

e�ective wind speed as a state, the premise variable of the TS wind turbine description is unmeasur-

able. The presented stability conditions for TS observers from Sec. 2.3.2 with unmeasurable premise

variables will be employed to derive the observer feedback gains.

The common approach to pitch control in full-load region is usually conducted by a gain-scheduled PI

controller with a feedback of the measured generator speed, for example as described in [26]. However,

classical PI controllers lack of a proof of stability. The gain-scheduling for adjusting the resulting gains

to the current operating point in these applications is calculated based on the current pitch angle of

the wind turbine, which at the same time is the input to the system governed by the controller. The

integral action of the PI controller plays a crucial role in the scheduling, since integrating the state

adjusts the current operating point by in- or decreasing the pitch angle depending on the evolution

of the rotational speed. As a result, the integral action adjusts the o�set of the pitch angle to the

current operating point. The information on the operating point is gained from the current pitch

angle connecting the pitch angle to a wind speed by inversion of the curve in Fig. 2.3. The curve is

obtained by trimming analysis employing a wind turbine model executed as FAST code v8 [27].

To derive a similar controller to the common gain-scheduling technique with the presented framework,
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Figure 2.3: Equilibria ω̇(ωd, β, v) = 0 of the non-linear wind turbine connecting each wind speed v in
the operating range to a corresponding pitch angle β and being derived by simulation analysis of the
5-MW reference turbine [26] under investigation.

∫

TS-I
β=−∑Nr

j=1 hj(v̂(β))kj∆ω−∑Nr
j=1 hj(v̂(β))kI,j ∫ ∆ωdt

v

Filter
FASTv8 − 5MW Reference

Wind Turbine

TS-v
βFB=−∑Nr

j=1 hj(v̂)kj∆ω
+

TS-obs
˙̂x=

∑Nr
j=1 hj(v̂=x̂2)

(
Aj x̂+Bju+mj+Lj(Cx−Cx̂)

)

βFF=
∑Nr

j=1 hj(v̂)β0,j

ω
∆ω

β

v̂

βFB

βFF

β

Figure 2.4: Block diagram of the simulation studies, where the wind turbine is either controlled by the
presented TS-I approach or the combination TS-v&obs of observer TS-obs and corresponding feedback
term TS-v.

the TS model of the wind turbine is augmented by an integrator state with respect to the error of

the angular dynamics. Based on this augmented system a TS controller is derived, which calculates

the membership functions of the TS representation from the current pitch angle. It resembles the

discussed gain-scheduled PI technique and thus employs no information from the derived wind speed

disturbance observer, see Fig. 2.4. However, since the PDC feedback gains are derived from Lyapunov

theory, stability of the closed-loop design model is verified. For a simple notation and since an integral

action is included, this controller is denoted as TS-I in the following.

Additionally, a second PDC feedback in the TS framework is presented and denoted as TS-v. It em-

ploys information from a disturbance observer TS-obs that is designed to estimate the current wind

speed and in combination they form the closed-loop system referred to as TS-v&obs. It combines a

47



2| LMI region based non-linear disturbance observer with application to robust wind turbine
control

feedback and feedforward term as input to the system, see Fig. 2.4. Stability criteria based on LMIs

from the previous section are employed to derive both, the PDC feedback gains for the controller and

the observer. Properties of the TS system description are used to ensure the stability of the combined

controller/observer feedback. By respecting these properties, the estimation of the wind speed and

thus the determination of the current operating point by the feedforward term are decoupled from

the control action resulting from the feedback loop, as the observer and controller gains can be derived

separately in terms of LMI. The separation of identifying the current operating point from the imme-

diate feedback control action results in a more flexible structure, allowing for an increased shaping

capability of the closed-loop dynamics based on the presented LMI syntheses.

2.4.1 Wind turbine model

The FAST code o�ers linearization analysis at some definable time instant of the simulation [28]. This

feature is used to derive linear sub-models of the non-linear rotational dynamics of the wind turbine.

The specified linearization points are located on the equilibria of the system in Fig. 2.3. As suggested

in [28], the linearization analysis is conducted three times, evenly distributed along the rotor azimuth

angle within one revolution of the wind turbine rotor. The resulting values represent the rotational

dynamics of the system in this operating point and are calculated as the mean of the three derived

linear sub-models. This procedure is repeated for each operating point and results in linear sub-models

with corresponding ai, bi and bd,i as state, input and disturbance coe�icient illustrated in Fig. 2.5.

The rotational dynamics of the wind turbine based on Taylor series expansion in a neighborhood of

the i-th operating point is given by

ω̇(ω, β, v) = ω̇(ωd+ ∆ω, β0,i+ ∆β, v0,i+ ∆v) = ω̇(ωd, β0,i, v0,i)︸ ︷︷ ︸
=0

+ai∆ω+ bi∆β+ bd,i∆v , (2.47)

where ∆ω = ω−ωd, ∆β = β− β0,i and ∆v = v− v0,i are the distance of the rotational speed, pitch

angle and wind speed from their nominal value in the i-th operating point. The desired rotational

speed of the wind turbine in the full load region is constant in the entire operating range, resulting

in a constant ωd. Since the operating points illustrated in Fig. 2.3 are stationary points of the non-

linear system, the term ω̇(ω, β, v0,i) converges to → 0 as the rotational speed approaches its rated

value ω → ωd and the pitch angle its i-th operating point β → β0,i for a given wind speed v0,i. As

a consequence, there are two objectives for the wind turbine controller in full load region, firstly to

adjust the pitch angle to converge towards the desired operating value β → β0,i, such that the system

description using the Taylor expansion in (2.47) holds, and consequently control the deviation ∆ω → 0

in the current operating point, such that ω → ωd.
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Figure 2.5: Linear sub-models representing the vertices of the TS description and obtained from lin-
earization analysis employing the FAST code [28].
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Figure 2.6: Triangular membership functions are employed to interconnect the Nr individual linear
sub-models derived in equilibria of the system.

2.4.1.1 WT TS model

Based on the Nr = 14 linear model descriptions, a non-linear TS representation of the system over

the defined operating range can be constructed. Triangular membership functions as shown in Fig. 2.6

are used to interconnect theNr individual linear dynamics in a convex TS formulation. The triangular

weighting functions wi are calculated by

wi(v) =





v−v0,i

v0,i−v0,(i−1)
if v0,(i−1) < v ≤ v0,i

1− v−v0,i

v0,(i+1)−v0,i
if v0,i < v ≤ v0,(i+1)

0 else

. (2.48)

Since in this description only one premise variable is present, i.e. z = v, the weighting functions are

the membership functions in the general TS description, i.e. wi(v) = hi(z) in (2.1). As a result, the

non-linear TS model of the wind turbine gained by linearization aroundNr operating points based on
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Taylor series expansion is given by

ω̇(ω, β, v) =

Nr∑

i=1

hi(v) ω̇(ωd, β0,i, v0,i)︸ ︷︷ ︸
=0

+

Nr∑

i=1

hi(v)
(
ai∆ω + bi∆β + bd,i∆v

)

=

Nr∑

i=1

hi(v)
(
ai∆ω + bi∆β + bd,i∆v

)
, (2.49)

where in this form the distance from the desired or nominal value ∆ω, ∆β and ∆v is considered as the

state, input and disturbance of the system. From (2.49) it follows that the term
∑Nr

i=1 hi(v)
(
ai∆ω +

bi∆β + bd,i∆v
)

approximates – in the vertices of the convex description exactly represents [10] – the

non-linear rotational dynamics within the defined operational range of the wind turbine.

Using system description (2.49) essentially means that the coordinate system of the TS formulation is

moving along the stationary points illustrated in Fig. 2.3. If this description of the non-linear rotational

dynamics at the stationary points is used to derive appropriate feedback gains, the role of the wind

speed observer is vital as the calculation of the stationary values in the operating point is based on the

estimate of the wind speed. For the control design employing the wind speed observer, the aim of the

derived PDC feedback gains is to shape the dynamics appropriately in the stationary points, whereas

the observer is used to add the stationary pitch values depending on the current operating point.

2.4.1.2 TS model validation

The derived TS model given by (2.49) is simulated along the FAST code to assess the quality of the TS

approximation of the non-linear dynamics. For this simulation, the wind speed is assessed as an output

of the FAST code at runtime of the simulation, and therefore is used to calculate the membership

functions hi(v) in (2.49). Simulation studies under di�erent wind conditions have shown that the

derived TS model approximates the non-linear rotational dynamics of the system well, as long as the

turbine remains close enough to the operating points illustrated in Fig. 2.3. The evolution of the

rotational speed of the FAST model is compared to the TS model in Fig. 2.7, which is subject to a

turbulent wind field with a mean of v = 18 m/s as an example. Even though only the downwind

component at hub height in the rotor plane is used as the wind signal to calculate the membership

functions, which represents an important indicator of the wind speed but still only provides one of

many vectors in the spatial three dimensional wind field, the accuracy of the approximation in the

evolution of the state is satisfying. The wind sequence at hub height is shown in the upper plot of

Fig. 2.7. In the time range from 400 s to 450 s the wind speed partly declines to values below the

defined operating range of the linearization analysis yielding the linear sub-models in Fig. 2.5, and

consequently the modeling mismatch between the FAST code and TS model increases in this range,
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Figure 2.7: Validation of the derived TS wind turbine model under influence of a turbulent wind field
with a mean wind speed v̄ = 18 m/s.

reflected by an increased error in the rotational speed.

2.4.2 WT control

2.4.2.1 Closed-loop TS-v&obs

The closed-loop dynamics of the wind turbine is derived from the TS description of the wind turbine

in (2.49). For the PDC feedback approach employing a wind speed disturbance observer, consider the

pitch angle for a deviation from the operational point of ∆ω = ω − ωd to be commanded by

βTS−v&obs = −
Nr∑

j=1

hj(v̂)kj∆ω +

Nr∑

j=1

hj(v̂)β0,j , (2.50)

which combines a feedback βFB and feedforward βFF term, and depends on the current estimate of

the wind speed v̂ from the observer, see Fig. 2.4.

By adding
∑Nr

i=1 hi(v)β0,i −
∑Nr

i=1 hi(v)β0,i = 0 to (2.50), which depends on the real wind speed v,

we obtain

βTS−v&obs =

Nr∑

i=1

hi(v)β0,i

︸ ︷︷ ︸
≈β0

−
Nr∑

j=1

hj(v̂)kj∆ω +

Nr∑

j=1

hj(v̂)β0,j −
Nr∑

i=1

hi(v)β0,i

︸ ︷︷ ︸
∆β

. (2.51)

51



2| LMI region based non-linear disturbance observer with application to robust wind turbine
control

Therefore, the non-linear closed-loop dynamics of the wind turbine is reformulated based on Taylor

series expansion in TS formulation (2.49) as

ω̇(ω, βTS−v&obs, v) =

Nr∑

i=1

hi(v) ω̇(ωd, β0, v0,i)︸ ︷︷ ︸
=0

+

Nr∑

i=1

hi(v)
(
ai∆ω + bi (−

Nr∑

j=1

hj(v̂)kj∆ω +

Nr∑

j=1

hj(v̂)β0,j −
Nr∑

i=1

hi(v)β0,i)

︸ ︷︷ ︸
=∆β

+bd,i∆v
)

⇔

ω̇(ω, βTS−v&obs, v) =

Nr∑

i=1

hi(v)

Nr∑

j=1

hj(v̂)
(
(ai − bikj)∆ω + bd,i∆v

)

+

Nr∑

i=1

hi(v)bi
( Nr∑

j=1

hj(v̂)β0,j −
Nr∑

i=1

hi(v)β0,i

)
.

(2.52)

Neglecting the derivative ω̇(ωd, β0,i, v0,i) is based on the assumption that the model approximates

the real dynamics in the blending from one operating point to the other well enough, such that
∑Nr

i=1 hi(v)β0,i ≈ β0 for the current operating point. By formulating the TS model based on the

linearized sub-models, in each vertex of the polytopic description the corresponding pitch angle is an

exact representation of the pitch angle from the euqilibria of the system determined in the lineariza-

tion analysis, such that
∑Nr

i=1 hi(v0,i)β0,i = β0 holds [10].

2.4.2.2 Closed-loop TS-I

The integral-based control law resembling the state-of-the-art wind turbine control scheme is given

by

βTS-I = −
Nr∑

j=1

hj(v̂(βTS-I))kj∆ω −
Nr∑

j=1

hj(v̂(βTS-I))kI,j ∫ ∆ω dt , (2.53)

where v̂(βTS-I) indicates the calculation of the current operating point employing the input to the

system βTS-I and the curve given by Fig. 2.3. This incorporates the assumption that the current input

represents an equilibrium of the system, which is the commonly used in gain-scheduled PI control

schemes for wind turbines. However, the presented TS-I approach accounts for the mismatch induced

by this assumption by a variation of combined sub-models in the formulation of the LMI synthesis.

Adding
∑Nr

i=1 hi(v)β0,i −
∑Nr

i=1 hi(v)β0,i = 0 to control law (2.53) and reformulating ω̇(ω, βTS-I , v)
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as shown for the TS-v approach in (2.52) results in closed-loop dynamics of

[
ω̇

ẋI

]
=

Nr∑

i=1

hi(v)

Nr∑

j=1

hj(v̂(β))

(([
ai 0

1 0

]
−
[
bi

0

] [
kj kI,j

])[∆ω

xI

]
+

[
bd,i

0

]
∆v

)

+

Nr∑

i=1

hi(v)

[
bi

0

]
(−

Nr∑

i=1

hi(v)β0,i)

, (2.54)

where xI = ∫ ∆ω dt is the integral state of the deviation from the desired rotational speed of the

wind turbine.

2.4.2.3 Control synthesis

The system description of the general control synthesis in Sec. 2.3 is employed to match the resulting

closed-loop system descriptions in (2.52) and (2.54). The disturbance from the wind is respected by

the robust disturbance gain a�enuation approach. The remaining bounded input terms resulting from

the unknown wind speed in (2.52) and (2.54) will be neglected in the controller synthesis, to apply the

ISS stability analysis of the closed-loop system subject to the bounded input.

In the following part, stability of the closed-loop dynamics (2.52) and (2.54) is studied, and appropriate

feedback gains are derived based on the LMI constraints. Stability in the defined operating range is

therefore verified as long as the wind turbine remains within the defined operational range. The

violation of this assumption may happen due to two reasons. The first results from a decrease of

the e�ective wind speed, resulting in a power production below rated. From this point on a di�erent

controller governs the dynamical operation of the turbine, and therefore the presented controller is

no longer applicable. The other scenario includes the derived pitch controller under consideration.

If the dynamics of the closed-loop system is maladjusted to the characteristics of the wind turbine,

the defined operational range may be le�, such that the Taylor series expansion represents no proper

approximation of the system behavior as discussed in the derivation of the TS model in Sec. 2.4.1.1.

An impression of the resulting closed-loop dynamics can be studied by the locations of the poles of

the linear sub-systems. Therefore, the LMI region restrictions are essentially the key in shaping the

resulting dynamics from knowledge on the technical implementation of the turbine, and thus the

dynamics are assumed to perform adequate if the technical restrictions are respected by the choice of

the LMI region.

TS-v Stability of the closed loop system (2.52) under impact of control law (2.50) is verified and

the resulting closed-loop poles are located in S(0, r, θ), if a matrix X = XT � 0 and Nr matrices
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Mj = kjX can be found constraint by (2.31). Additionally, if (2.31) holds, an a�enuation of γ from

the wind disturbance to the rotational speed of the wind turbine is ensured. The LMI solver is used to

minimize Γ, which results from a change of variable Γ = γ2. The corresponding matrices in (2.52) are

defined as

Ai := ai, Bi := bi and Di := bd,i .

Assuming that the LMI constraints are found feasible, there exists some λ̄ > 0 fulfilling (2.9). For the

bounded input δ :=
∑Nr

j=1 hj(v̂)β0,j −
∑Nr

i=1 hi(v)β0,i and PFi := max
i
‖PBi‖ the ISS property is

verified. The stability margin around the origin is governed by λ̄, which is defined by the maximum

real parts of the Nr closed-loop eigenvalues λi by −λ̄/2 = max<(λi) < −α.

TS-I Stability of the closed loop system (2.54) under impact of control law (2.53) is verified and

the resulting closed-loop poles are located in S(0, r, θ), if a matrix X = XT � 0 and Nr matrices

Mj =
[
kj kI,j

]
X can be found constraint by (2.31). Additionally, if (2.31) holds, an a�enuation of

γ from the wind disturbance to the rotational speed of the wind turbine is verified. The LMI solver is

used to minimize Γ, which results from a change of variable Γ = γ2. The corresponding matrices in

(2.54) are defined as

Ai :=

[
ai 0

1 0

]
, Bi :=

[
bi

0

]
and Di :=

[
bd,i

0

]
.

Assuming that the LMI constraints are found feasible, there exists some λ̄ > 0 fulfilling (2.9). For

the bounded input δ := −∑Nr
i=1 hi(v)β0,i and PFi := max

i
‖PBi‖ the ISS property is verified. The

stability margin around the origin is governed by λ̄, which is defined by the maximum real parts of

the Nr closed-loop eigenvalues λi by −λ̄/2 = max<(λi) < −α.

Remark. The term, which is handled by the ISS property, di�ers depending on whether the TS-v or the

TS-I is designed. While for the observer-based TS-v approach, the bounded input decreases as the wind

speed observer converges towards the real wind speed, the TS-I always shows an o�set in the states, which

will not vanish. This represents the integral state that needs to emerge to some value to reject the mismatch

from the unknown operating point when employing the TS-I approach.

2.4.3 Wind speed disturbance observer

As discussed previously, the wind field acting on the rotor of the wind turbine plays a major role from

a control perspective. Therefore, a disturbance observer in TS formulation will be employed to derive
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an estimate of the current e�ective wind speed, such that the membership functions of the TS-v and

the feedforward term βFF accounting for the current operating point in (2.50) can be calculated. The

TS model of the wind turbine (2.49) is augmented by a state that represents the e�ective wind speed.

For augmenting the system, the information from the disturbance distribution matrix bd,i is used. The

wind dynamics are considered as a first order transfer function v̇ = − 1
τ v as suggested in [29], where

the time constant is defined as τ = 4s. The augmented TS model of the wind turbine is given by

ẋ =

[
ω̇

v̇

]
=

Nr∑

i=1

hi(v)

( [
ai bd,i

0 − 1
τ

][
∆ω

v

]
+

[
bi

0

]
∆β −

[
bd,i

0

]
v0,i

)
, (2.55)

where the term −bd,iv0,i accounts for bd,i characterizing the disturbance distribution around the cur-

rent operating point, i.e. bd,i∆v = bd,iv − bd,iv0,i. The output is the deviation of the rotational speed

from the desired value ∆ω, such that C = [1 0] is obtained.

As a result, by defining a TS observer for the augmented system (2.32) with the matrices Ai, Bi and

vectors mi

Ai :=

[
ai bd,i

− 1
τ 0

]
and Bi :=

[
bi

0

]
mi = −

[
bd,i

0

]
v0,i .

and defining an observer similar to (2.32)

˙̂x =

Nr∑

j=1

hj(v̂ = x̂2)
(
Ajx̂ + Bju + mj + Lj(Cx−Cx̂)

)
(2.56)

yields the dynamics of the observation error e = x− x̂ as

ė =

Nr∑

j=1

hj(v̂)

Nr∑

i=1

hi(v)
(
(Ai − LjC−∆Ai,j)e + ∆Ai,jx + ∆Bi,ju + ∆mi,j

)
, (2.57)

where ∆mi,j = mi−mj is bounded and consequently can be addressed by the ISS property, see Sec.

2.3.1.1 with δ := ∆mi,j .

As discussed in the derivation of the TS observer with unmeasurable states as variables in Sec. 2.3.3,

the convergence of the observer to a stability margin from determining ε can be verified. Let us define

the maximum state xmax = [∆ω v]T = [1.5 rad
s 35m

s ]T. Condition (2.44) allows us to derive an error

and therefore ε, for which the Lyapunov functions derivative is guaranteed to be negative definite if a

feasible solution to the LMIs in (2.43) is found. Therefore, we define the maximum resulting error (only

with regard to the o�set stemming from the states) as emax = [.5 rad
s .5m

s ]T. From these conditions

an ε ≈ 42 results, which is used in the observer synthesis. For all observers discussed here, a design

matrix of Q = .0001 · I is chosen in (2.43).
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2.4.4 Simulation studies

The simulation studies were conducted using the FAST code [27] and employing the presented con-

trollers in the full-load region along the combination with other controllers for the adjacent operating

ranges, for example the quadratic control law Tg ∝ ω2. For a detailed description of the entire control

scheme of the wind turbine out of full-load region see [26]. However, in the full load region, where

each of the presented results is located, the dynamics of the wind turbine are governed by the pro-

posed TS approach. As suggested in [26], a single-pole filter on the generator speed measurement

with a corner frequency of .25 Hz is used before processing the measurement signal of the rotational

speed to the controller. An overview of the simulation environment and the resulting signal flow for

the two presented control schemes is depicted in Fig. 2.4.

To illustrate and compare the two approaches (TS-I and TS-v&obs), a variation of the design param-

eters is conducted. The employed parameters for the syntheses are given in Tab. 2.1. For improved

readability the di�erent parameters and dynamics feedback loops are denoted as slow, nominal or

fast depending on the design parameters forcing the closed-loop poles further into the le� half of the

complex plane.

2.4.4.1 LMI Implementation with respect to wind turbine characteristics

The variation of sub-models indicated by a variation of i and j in the LMIs depends on the purpose of

the design and an overview is given in Tab. 2.1. The TS-obs synthesis is conducted based on the LMI

criterion emerging from the unmeasurable premise variable (2.43) with respect to (w.r.t.) a variation

of i and j based on (2.58). It accounts for every combination of model and feedback gains as proposed

in deriving the LMI to ensure stability despite a mismatch in the estimation of the wind speed. Addi-

tionally, LMIs (2.37) for i = 1, ..., Nr, j = i in Tab. 2.1 constrain the solution to a desired LMI region

at instances where the estimation error is close to 0. This accounts for a shaping of the dynamics in

the proper operational point, i.e. when the estimated wind speed is close to the real wind speed.

The control design for both, the TS-v and TS-I is based on the same synthesis. However, as discussed

with di�erent models and inputs to the system. The LMIs for the TS-v design given by (2.31) with

respect to a variation of (2.59) account for two adjacent sub-model combinations of the LMI criterion

with regard to the LMI region and disturbance a�enuation γ. LMI (2.25) with a decay rate α = 0

ensures stability of the 6 adjacent models before and a�er the i-the sub-model controller combination,

and is introduced to ensure stability in case of an estimation error of the wind speed, irregardless

if it stems from the pitch angle measurement for the TS-I or from the wind speed observer TS-obs.

However, since the minimization of the disturbance a�enuation gain yields a minimum decay rate, α is
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set to zero, to verify stability but propose no further restriction to the LMI solver. This approach verifies

stability even if the information on the current operating point is inaccurate in a wider neighborhood

of the real operating point.

i = 1, ..., Nr, j = 1, ..., Nr (2.58)

i = 1, ..., Nr, j = i− 2, i− 1, i, i+ 1, i+ 2 if j ∈ [1, ..., Nr] (2.59)

i = 1, ..., Nr, j = i− 6, i− 5, ..., i, ..., i+ 6 if j ∈ [1, ..., Nr] (2.60)

The a�ainable disturbance a�enuation gain γ as given in Tab. 2.1 decreases as the dynamics are ge�ing

faster and the LMI region is constraint further into the le� half of the complex plane, indicated by an

increasing r. The choice of the restricting radius r and the damping coe�icient D is based on the

description of the gain-scheduled PI controller for the employed wind turbine in [26]. The discussed

gain-scheduled PI control scheme in [26] aims for a closed-loop natural frequency of ωn = .6rad/s

with a damping ratio ofD = .7. This corresponds to a radius with length r =
√
ω2
n + (ωn

√
1−D2)2.

In fact, from the design with parameters in Tab. 2.1, the resulting closed-loop eigenvalues as shown

in Fig. 2.8 are in the range of the proposed dynamics as suggested in [26], but since the damping is

restricted by the LMI region in the complex plane by θ = cos−1(D), the resulting damping ratios are

well above the desired damping ratio. Therefore, the achieved damped frequencies ωn
√

1−D2 are

below the considerable frequencies of the unmodeled wind turbine components given in [26].

2.4.4.2 Application of the gain optimization procedure

The resulting eigenvalues of the nominal closed-loop TS models before and a�er the optimization are

illustrated in Fig. 2.8 with respect to (2.59) for the TS-v and the TS-I controller. The closed-loop poles

of the disturbance observer TS-obs are illustrated with respect to a variation of i = 1, ..., Nr, j = i,

since the LMI region was only imposed to this combination in the control design. As can be seen,

the resulting closed-loop eigenvalues are confined to the LMI region S(α, r, θ). The subsequent op-

timization aim in this design step was changed from minimizing min(Γ), with Γ = γ2 to the mini-

mization of the trace of the resulting feedback gains, i.e. min(trace(MT
j Mj)) for the control design

and min(trace(NT
j Nj)) observer. This is conducted to reduce the magnitude of the gains, such that

with respect to the LMI region and the a�ained disturbance a�enuation gains γ from the initial step,
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Table 2.1: Overview of the LMI design parameters:
TS-I : TS integral feedback control (2.53)
(TS-obs & TS-v): TS wind speed disturbance observer & corresponding feedback (2.50).

Design Notation Type LMIs r D α a�ained γ

slow TS-I ? .8 .7 0 .1405

nominal TS-I (2.31) w.r.t. (2.59) &
(2.25) w.r.t. (2.60)

1 .7 0 .0907

fast TS-I ? 1.2 .7 0 .0651

slow TS-v ? .8 .7 0 .0505

nominal TS-v (2.31) w.r.t. (2.59) &
(2.25) w.r.t. (2.60)

1 .7 0 .0403

fast TS-v ? 1.2 .7 0 .0335

slow TS-obs ? .8 .7 .5 −
nominal TS-obs (2.43) w.r.t. (2.58) &

(2.37) w.r.t. i = j
1 .7 .7 −

fast TS-obs ? 1.2 .7 .8 −

the feedback gains are as small as possible. This reduces the necessary actuator activity with respect

to the dynamical constraints of the actuator, and the noise sensitivity in the implementation of the

observer, see [20] for details. In Fig. 2.8 the optimization yields the biggest location change in the

complex plane for the TS-obs, as the closed-loop eigenvalues are pushed towards the minimum decay

rate α. For the control syntheses of TS-v and TS-I the change from the optimization is rather small,

however resulting in a more evenly distribution of the eigenvalues along the range of a�ained values.

2.4.4.3 Step response

To assess the dynamical properties of the resulting closed-loop dynamics, a synthetic wind speed signal

is used. Due to the inertia of a natural incoming wind field, a wind signal like presented in the upper

plot of Fig. 2.9 will not occur. Further, a single vector signal is used to represent the incoming wind field,

such that no three dimensional wind field is represented that acts distributed at the di�erent rotor

blade positions. However, this wind signal allows for a direct comparison with the estimated e�ective

wind speed v̂ by the observer and the resulting feedback signals for the two evaluated control concepts

TS-I and TS-v&obs.

As can be seen in Fig. 2.9, the resulting wind speed estimation from the observer based on the nominal

design converges to the real wind speed a�er the step within≈ 10 s. As a result, the o�set in the pitch

angle accounting for the operating point is adjusted through the feedforward term. In combination

with the additional feedback by the nominal TS-v, the pitch signal in the middle plot of Fig. 2.9 is

formed. Especially for steps to a higher wind speed, the pitch signal of the observer-based control
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Figure 2.8: Eigenvalues of the derived closed-loop systems TS-I , TS-v and TS-obs in the complex plane
within the desired LMI region of the control synthesis. The eigenvalues are illustrated before and a�er
the optimization procedure from Sec. 2.3.4 is conducted.

approach decays faster towards its stationary value compared to the pitch signal from the nominal

TS-I . This results in reduced over-speeding of the rotor as can be seen in the lower plot of Fig. 2.9.

2.4.4.4 Analysis of the pitch signal components

To directly assess the influence of the proposed observer, in Fig. 2.10 the components of the pitch

angle signal in the upper plot of Fig. 2.10 are separated depending on their origin. As discussed, the

signal is the sum of a component respecting the current operating point through the feedforward

term and a direct feedback depending on the current deviation from the desired rotational speed ∆ω.

The feedback is depicted in the middle plot of Fig. 2.10, whereas the observer-based feedforward

component βFF in (2.50) can be seen in the lower plot along with the resulting feedback from the

integrator state in (2.53) for the TS-I .

As can be seen, the TS-I signal resulting from the integral term in the lower plot of Fig. 2.10 declines

before increasing the pitch angle to adjust the current operating point. This stems from a reduction

of the feedback gains
∑Nr

j=1 hj(v̂(β))kI,j due to an increase of the pitch angle from the immediate
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Figure 2.9: Step response of the non-linear wind turbine simulated by FAST code, and governed by the
presented control approaches TS-I and TS-v&obs in the full load-region.

feedback term in the middle plot of Fig. 2.10. This follows from
∑Nr

j=1 hj(v̂(β))kI,j decreasing for an

increasing pitch angle, which is based on the property of wind turbines to possess a higher sensitivity

to changes in the pitch angle as the wind evolves towards higher speeds, see also the equilibria of

the system in Fig. 2.3. Therefore, in the first seconds a�er the step change of the wind speed, the

TS-I controller performs oppositely to the desired behavior until due to the integration of the error,

the integrator state governs the increasing pitch angle. Contrarily, the observer-based approach TS-

v&obs adjusts the pitch angle by estimating the current wind speed into the desired direction from

the beginning.

The feedback components shown in the middle plot of Fig. 2.10 are only active in the transient region,

thus when a deviation from the desired rotational speed occurs. However, the term βFB produced

by the TS-v remains below the counterpart in the TS-I , TS-v&obs due to the superior adjustment of

60



2| LMI region based non-linear disturbance observer with application to robust wind turbine
control

20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60

15

16

17

18

t in s

β
in

de
g

βTS-I

βTS-v

20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60

0

1

2

t in s

β
in

de
g

−∑Nr
j=1 hj(v̂(β))kj∆ω (TS-I)

βFB (TS-v)

20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60

15

16

17

t in s

β
in

de
g

−∑Nr
j=1 hj(v̂(β))kI,j ∫ ∆ω (TS-I)

βFF (TS-obs)

Figure 2.10: Detail view of the pitch angle signal β of the presented approaches TS-I and TS-v&obs,
which is separated into the the steady state and transient component of the pitch signal to assess the
e�ect of the derived disturbance observer.

the current operating from the deployment of the wind speed disturbance observer. This results in a

faster convergence of the pitch angle to the desired value as seen in the upper plot of Fig. 2.10 and to

a smoother transition of the rotational speed into the desired value as also illustrated in Fig. 2.9.

2.4.4.5 Wind turbine closed-loop dynamics variation

As mentioned in the introduction to the wind turbine application section 2.4, the TS wind speed distur-

bance observer allows us to decouple the calculation of the current operating point from the feedback

in the estimated operating point. The TS-I approach combines the la�er two, and thus the controller

formulation incorporates both aspects. The design of the observer TS-obs allows us to define the dy-
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namics of the transients from one operating point to the other independently from the closed-loop

dynamics within the current operating point.

From a wind turbine life predictions perspective, a lot of e�ort is devoted to the simulation of fatigue

and extreme loads. Depending on the investigated scenario, the control in these analyses have di�erent

scopes, where in extreme events the maximum load from fast changes in the wind speed are of prior

interest, in the fatigue case the number of cycles and corresponding magnitudes are considered from

a load spectrum. Therefore by shaping the dynamics of the two e�ects individually, a decoupling from

the fatigue and extreme load might be a�ained to a certain degree.

This can also be assessed by analyzing Fig. 2.11, where the slow and fast designed feedback loops

are compared to the nominal design case. As can be seen in Tab. 2.1, the design parameters for the

TS-I , TS-v and TS-obs are equivalently adjusted to provide faster or slower dynamical responses. From

Fig. 2.11 it is apparent that the small variation of the targeted dynamics in the design process is more

directly adjustable for the TS-v&obs combination, as both the slow and fast variant significantly a�ect

the resulting dynamics compared to the nominal case.

The variation for the TS-I results in a faster decay compared to the nominal case as can be seen in the

upper plot of Fig. 2.11. However, imposing a slower dynamics within this small variation of desired LMI

region results in a response of the closed-loop system with no significant di�erence from the nominal

design. This indicates the additional complexity by the coupling of the adjustment of operating point

and feedback loop through the integral state in a coupled design. As a result, the degree of freedom

in the design is increased by employing a wind speed disturbance observer compared to the integral-

based approach TS-I .

2.5 Conclusion

Within this contribution, the TS modeling technique is discussed as a framework for the control and

observer design of non-linear systems, where stability constraints and feedback gain syntheses are

formulated as LMIs. By adding further constraints to the LMI stability problem, a desired performance

can be imposed on the closed-loop dynamic. This facilitates for the shaping of the resulting closed-loop

system towards a desired dynamical response for non-linear systems.

Further, the formulation of a TS observer with unmeasurable premise variables enables for the esti-

mation of a wider class of systems compared to TS observers with the assumption of a measurable

premise variable. The derived stability conditions of TS observers with unmeasurable premise variable

di�ers from the existing approaches, such that the ISS property is used to account for the unmeasur-
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Figure 2.11: Detail view of the step response for di�erent LMI region constraints (slow, nominal, fast)
of the presented approaches TS-I and TS-v&obs, where the resulting dynamics by variation of design
parameters in the LMI synthesis is studied.

able premise variables, and a stability margin is verified even in a mismatch from the estimation of the

premise variable. This results in a satisfying performance for the developed wind speed disturbance

observer of the wind turbine application.

The estimation of the wind speed by the presented observer in TS form employs no additional sen-

sor components in the presented wind turbine application compared to the state-of-the-art control

concept. Therefore, compared to other approaches involving additional measurements, no hardware

costs or chances of hardware failure necessitating costly maintenance are introduced to the applica-

tion. The approach can be interpreted as using the rotor of the wind turbine as wind speed sensor,

and the model-based observer design is used to convert the information from the rotational dynamics

into an estimated wind speed signal. With regard to the di�erent time scales governing the dynam-

ics of the wind turbine, the information on the current wind speed is delayed by the inertia of the

wind turbine, but by appropriate LMI-based observer design, a desired dynamic to the estimation

error and the resulting feedforward term can be imposed. The resulting estimate of the wind speed

represents an e�ective measure, which yields the excitation of the rotational dynamics, and therefore

the stochastic three dimensional wind field can not be recovered in detail. Anyhow, for the presented

approach this is not necessary, as the aim is to calculate a collective signal for the pitch angle of all

blades simultaneously.

63



2| LMI region based non-linear disturbance observer with application to robust wind turbine
control

The obtained results from the simulation studies point towards the increased flexibility in the con-

trol design due the observer-based concept. By formulating the disturbance observer, the adjustment

of the feedback terms to the current operating point is separated from the actual feedback signal.

Stability and closed-loop dynamic constraints can be formulated in terms of LMIs in the design syn-

thesis. As a result, a desired closed-loop dynamic of the combined TS-v&obs can be imposed, such

that the e�ects of di�erent time scales, i.e. the rotational dynamics of the wind turbine and the wind

speed change can be shaped individually with respect to the limitations arising from the technical

implementation such as conflicting natural frequencies of the application components.
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Abstract

This article deals with non-linear model-based control design for wind turbines. By systematically

integrating several mechanical degrees of freedom in the control design model, the load mitigation

potential from the proposed multi-variable control framework is demonstrated. The application of the

linear matrix inequality-based (LMI) control design is discussed in detail. Apart from the commonly

considered power production mode, an extended operating range to provide stabilization of the elec-

trical grid through power tracking is considered. This control functionality allows for an evaluation

of the resulting fatigue and ultimate loads for power tracking at di�erent dynamic requirements. The

results indicate that under the impact of a dedicated control scheme this functionality is feasible with

respect to the occurring loads and operational behavior of the wind turbine.
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3.1 Introduction

In the process of reducing wind turbines’ levelized cost of energy, research and industry focus on the

up-scaling in spatial size and implemented technology [1]. This results in more flexible structures and

an increasing number of couplings in the dynamical system. While employing an actuator to yield

a desired objective, the unintended excitement of coupled structures requires an elaborate control

design respecting several dynamically interacting sub-systems. A turbine’s lifetime is determined by

the occurring loads, resulting in load reduction being an explicit objective of control design [2]. Non-

linear model-based approaches introduce a description of the complex wind turbine dynamics into

the design and allow for a subsequent definition of desired closed-loop dynamics [3]. This allows to

account for di�erent performance objectives of the non-linear multi-input, multi-output wind turbine

system before the control performance is evaluated by simulation or measurement studies, providing

the basis for purposeful controller design.

Due to an increasing share of wind energy in the electrical grid, wind turbines’ ability to provide

ancillary services is central for providing a reliable and stable power supply [4]. E�ectively, the en-

visaged concepts involve adjustment of the power output depending on the electrical grid’s current

state. While power system research studies the capability of wind turbines to replace conventional

power plants in frequency stabilization of the electrical grid, see e.g., Morren et al. [5], the considera-

tions usually comprise simple turbine representations neglecting mechanical loading. As the nominal

power production trajectory is le� due to power tracking, the covered operating range of the turbine

increases significantly. Wind turbines exhibit a non-linear behavior governed by stochastic inflow as

the main disturbance to be rejected by the control system. Consequently, the applied controller is re-

quired to handle highly varying system dynamics while accounting for the loads by enforcing desired

closed-loop dynamics in a wide operating range.

The parallel implementation of several single-input, single-output control loops based on linear consid-

erations and the subsequent interconnection through gain-scheduling to account for the non-linearity

raises stability concerns. As the design complexity due to increasingly flexible and coupled structures

in a wide operating range rises, stability considerations provide an e�ective measure for detecting

unintended control interaction in the design process. Multi-variable model-based control design con-

strains the solution based on stability measures and therefore accounts for the dynamical representa-

tion integrated in the turbine model, while capable of integrating a wide operating range. Additional

performance constraints are capable of shaping the closed-loop behavior in operation [3], where the

translation from engineering requirements to an appropriate constraint formulation in the model-

based design is of particular importance for the applicability.
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The design of wind turbines usually is a process based on iterations among specialists [4], where

few aspects in the wind turbine dynamics can be studied without respecting interaction with the

controller [6]. A reproducible and modular design allows for a dedicated and fast controller adaption

based on adjusted wind turbine model descriptions. This is beneficial for development processes, and

consequently the adjustment to fast-evolving markets that turbine manufacturers have to withstand.

Model-based approaches have been proven to provide a valuable contribution to the advancement

of wind turbine control in various works, e.g., by applying model-predictive control [7, 8, 9, 10]. The

possibility to cope with non-linear dynamics a�racted intensive research employing linear parameter-

varying concepts [11, 12, 13, 14, 15] . However, some schemes only cover a limited region within normal

operation mode and therefore do not incorporate the crucial blending between partial and full load

in the proposed design [10, 13]. Other works remain short of the resulting loads from the controller

action in operation [7, 10, 11, 14]. While Østergaard et al. [12], Schlipf et al. [8] and Koerber and King

[9] provide promising results with respect to the operational behavior of the turbine, a variable output

power tracking for grid stabilization is not discussed. In the work from Inthamoussou et al. [15] an

approach towards a variable power control is presented. However, the authors do not illustrate the

e�ects of tower loading, which plays a dominant role due to the strong feedback from pitch actuation

[2] when altering the power output of the turbine.

In this article, a non-linear model- and observer-based control in the Takagi-Sugeno (TS) framework

[16] is proposed, incorporating the following features:

• Reproducible non-linear model-based control design based on stability constraints

• Integrated approach with respect to several degrees of freedom to achieve load mitigation from

control action

• Wind speed estimation by disturbance observer

• Extended operating range enabling electrical grid stabilization by power tracking

By enforcing active load reduction, enabling grid stabilizing behavior and providing a detailed illustra-

tion of design parameters in the proposed scheme, the purpose of this paper is to illustrate the merits

of model-based control approaches o�er for the wind turbine application. Further, the explicit con-

sideration of the power tracking functionality allows for an assessment of loads resulting from power

tracking operation at di�erent dynamic requirements. In that way we can contribute to the discussion

on the development of wind turbines capable of providing ancillary services.

The article is structured as follows. In Sec. 3.2 the non-linear TS model description is presented. The

control and observer synthesis is described generally and subsequently applied to the wind turbine
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control problem. In Sec. 3.3 the proposed controller’s performance is evaluated and compared to a

reference controller [17] based on simulation studies. The proposed control scheme is brought into a

broader perspective within the discussion in Sec. 3.4, and a conclusion is drawn in Sec. 3.5.

3.2 Method

Linearized models carry valuable information for wind turbine controller design in the evaluated op-

erating point [2]. However, due to the non-linear system dynamics involved, controller tuning in a

particular operating point does not necessarily have positive e�ects on other operating points, giving

rise to a possibly arduous controller tuning and scheduling design [11]. TS and linear parameter-

varying concepts have a close connection [18] and can incorporate a variety of operating points and

their corresponding linear models at once. By imposing performance constraints within the linear

matrix inequalities (LMI) framework that can be solved e�iciently by employing convex optimization

[19], these concepts can enforce a desired transient response on the non-linear plant in operation.

The beginning of this section is therefore devoted to an introduction of the TS concept. While an in-

depth description and derivation of the TS method would outreach the scope of this contribution, the

theoretical foundation of the LMI-based design of this contribution is given in a previous work [20].

Application of the model-based design to wind turbine control is then discussed in detail. The design

complexity is governed by the integration of di�erent component models in the control synthesis

(e.g., tower fore-a� motion or drivetrain oscillation) over a wide operating range, as each component

possesses specific characteristics and thus the desired operational behavior di�er depending on the

considered component model. To illustrate the applicability of the general LMIs from the theoretical

framework, an exemplary wind turbine, and the corresponding control design is studied in detail.

3.2.1 Theoretical framework

3.2.1.1 Non-linear Takagi-Sugeno modeling

By linearizing non-linear dynamics ẋ = f(x, u, d) at a stationary operating point, models in form of

ẋ = Ai(x− x0i) +Bi(u− u0i) +Bdi(d− d0i) (3.1)

can be derived, where x, u and d denote the state, input and disturbance, respectively. The state

matrix Ai, input matrix Bi and disturbance matrix Bdi characterize the linear model dynamics at the

evaluated operating point.
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TS models describe non-linear systems as convex combination of linear sub-models that contribute to

the overall non-linear behavior. The non-linear system dynamics in a TS structure within the defined

operating range is given as [16]

ẋ =

N∑

i=1

hi(z)
(
Ai(x− x0i) +Bi(u− u0i) +Bdi(d− d0i)

)
. (3.2)

Depending on the premise vector z of dimension jmax, which may be functions of inputs, states or

external variables, the convex membership functions hi(z) adjust the current operating point of the

model. They can be constructed by defining triangular weighting functions wl,j(zj) conditioned on

the value in l-th linearization point z0l within the operating range [21] and are given by

wl,j(zj) =





zj−z0(l−1)

z0l−z0(l−1)
if z0(l−1) < zj ≤ z0l

1− zj−z0l
z0(l+1)−z0l if z0l < zj ≤ z0(l+1)

0 else

(3.3)

for each premise variable zj , j = 1...jmax. If the premise vector is of dimension one, i.e., jmax = 1,

the weighting functions coincide with the membership function. Otherwise, the weighting functions

are combined to form the membership functions that are used in the non-linear TS description of the

system
N∑

i=1

hi(z) =

jmax∏

j=1

( lj,max∑

l=1

wl,j(zj)
)

, (3.4)

where lj,max is the resolution of the j-th premise variable. This approach gives an uniform and convex

scheduling law design in several dimensions that is determined by definition of the linearization points

of the premise variable z. The number of linear sub-models is given by the product N =
∏jmax

j=1 lj,max.

3.2.1.2 LMI constraints for control design

The parallel distributed compensation law [16] following the TS structure forms the system input u

u = −
N∑

j=1

hj(z)Kj(x− x0j)

︸ ︷︷ ︸
uFB

+
N∑

j=1

hj(z) u0j

︸ ︷︷ ︸
uFF

, (3.5)
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and consists of a feedback uFB and feedforward uFF term. Inserting (3.5) into (3.2), the closed-loop

dynamics can be derived as

ẋ =

N∑

i=1

hi(z)

N∑

j=1

hj(z)
(
(Ai −BiKj)(x− x0i) +Bdi(d− d0i)

)
, (3.6)

where the state matrix (Ai−BiKj) under the impact of the feedback gainsKj to be designed describes

the dynamical properties of the system.

When having a convex system description, a quadratic Lyapunov function V (x) = xTX−1x is a

common approach for deriving LMI stability constraints [16], where X = XT � 0 is a symmetric

positive definite matrix to be determined by the LMI solver. From stability conditions V (x) � 0 and

V̇ (x) = ẋTX−1x+ xTX−1ẋ ≺ 0 the following constraints can be obtained [16]

XAT
i +AiX −MT

j B
T
i −BiMj ≺ 0 . (3.7)

The approach embeds all necessary combinations of i and j sub-models, i.e., hihj 6= 0 ∀i, j [16], into

a common Lyapunov function characterized by X . Additionally, Mj is a variable determined by the

LMI solver, where the desired feedback gains are calculated from Kj = MjX
−1.

By introducing a lower and upper restriction in terms of the decay rate of the Lyapunov function

candidate V̇ (x) = −2αV (x) with αmin < α < αmax, the LMIs [16]

XAT
i +AiX −MT

j B
T
i −BiMj ≺ −2αminX (3.8)

XAT
i +AiX −MT

j B
T
i −BiMj � −2αmaxX (3.9)

result. This allows us to define a minimum αmin and maximum αmax decay rate of the states and

shape the closed-loop dynamics.

Further, the system’s desired damping ratioD actively enforced by the controller can be characterized

in terms of a line angle θ to the real axis [22] in the complex plane, and is calculated as θ = arccos(D).

The diagonal lines in later discussed Fig. 3.3 (c)-(e) split the complex plane, whereas every eigenvalue

located to the le� exhibits transient responses with a damping of at least D. Formulated in terms of

LMIs this reads as [22]

[
sin θ

(
XAT

i +AiX −MT
j B

T
i −BiMj) cos θ

(
AiX −BiMj −XAT

i +MT
j B

T
i )

cos θ
(
XAT

i −MT
j B

T
i −AiX +BiMj

)
sin θ

(
AiX −BiMj +XAT

i −MT
j B

T
i )

]
≺ 0 . (3.10)

Unnecessary control activity within the dynamical constraints can be mitigated by a decrease ofMj ’s
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gain magnitude. Characterized in terms of the euclidean norm MT
j Mj ≺ γIn×n, where m and n

denote the number of inputs and states, respectively, this can be formulated as

min(γ) subject to

[
−γIn×n MT

j

Mj −Im×m

]
≺ 0 , (3.11)

where the LMI solver is used to minimize the optimization variable γ.

The discussed LMIs of this section are then flexibly combined within the wind turbine control pro-

cedure discussed in Sec. 3.2.2 to account for di�erent dynamical requirements of the wind turbine

components.

3.2.1.3 Disturbance observer

To provide an e�ective operating point adaption, an estimate of the disturbance acting on the system is

reconstructed by an observer. Generating an estimate of the disturbance, which represents the current

inflow of the wind turbine, based on the available measurements of the turbine has been applied in

previous research, where comparison of di�erent techniques can be found in e.g., [23, 24, 25] and

applied in a closed-loop scheme in e.g., [7, 9].

The estimation scheme in this work is also formulated in the TS framework, and LMI-based observer

design yields the necessary feedback gains [21]. Along with scheduling of the control scheme, the

disturbance estimate provides a feedforward term that is part of the system input in (3.5). The possi-

bility to assess unmeasurable but observable states x̂ is exploited in calculation of the feedback term in

(3.5). The observer closed-loop dynamics is therefore central to the overall performance of the control

scheme.

The disturbance observer using the system output y is defined as

˙̂
x̃ =

N∑

i=1

hi(z)
(
[
Ai Bdi

0 −1/τ

]

︸ ︷︷ ︸
Âi

[
x̂− x0i

d̂− d0i

]
+

[
Bi

0

]

︸ ︷︷ ︸
B̂i

(u− u0i) + Li(y − ŷ)
)

, (3.12)

where an artificial state d̂ represents the estimated disturbance within the augmented system de-

scription. While the real wind disturbance is a stochastic variable acting at various timescales, this

first-order model description assigns a virtual inertia characterized by τ to the disturbance. Augmen-

tation of the system can be performed if the resulting model remains observable. The disturbance

input gains Bdi from the linearization analysis in (3.14) are used for definition of the state matrices
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Âi. The observation error dynamics ė = ˙̃x− ˙̂
x̃, with x̃ = [xT d]T based on (3.2) and the system output

matrix C with y = Cx, can then be found as

ė =

N∑

i=1

hi(z)(Âi − LiC)e . (3.13)

By employing a quadratic Lyapunov function on the error dynamics dually to the LMI-based controller

feedback design, stability and performance region constraints for the observer can be obtained [20, 21].

3.2.2 Application of method to wind turbine control

3.2.2.1 Non-linear model of the reference wind turbine

Without limiting the general applicability, we employ NREL’s well-known 5 MW reference turbine

[26] for our investigation. Due to the interpretability of the modeled system disturbance as the rotor

e�ective wind speed, the disturbance term is denoted as d = v in the following. The considered control

design model comprises four degrees of freedom. We include the aerodynamic conversion process

a�ecting the rotational dynamics characterized by the rotor speed ωr and generator speed ωg , and

the coupled drivetrain torsion ∆θDT. The tower fore-a� (TwFA) and side-to-side (TwSS) motion is

considered in the control design model, completing the model description in (3.14). The system matrix

Ai comprises the first tower eigenmodes and -frequencies along with its corresponding damping. From

the later discussed Fig. 3.3 (a), it can be observed that two complex conjugate pole pairs characterize

the tower fore-a� and side-to-side motion of theN sub-models. An additional conjugate complex pole

pair along with a real-valued decaying state represent the rotational and drivetrain dynamics of the

turbine.

We define the premise variables that govern the membership functions as the current wind speed and

power tracking signal, i.e., z = [v ∆p]T. While the estimated wind from the disturbance observer

is used in controller operation, the power tracking signal ∆p can be adjusted by an external operator

or a higher level control scheme to adjust the power output depending on the current requirements

from the electrical grid.

Wind turbine models in form of

ẋ =




AiTwSS 02×2 02×3

02×2 AiTwFA 02×3

03×2 03×2 AiDT




︸ ︷︷ ︸
Ai

(x− x0i) +




02×1 BiTwSS

BiTwFA 02×1

BiDTβ BiDTT




︸ ︷︷ ︸
Bi

[
β − β0i

T − T0i

]

︸ ︷︷ ︸
u−u0i

+Bdi(v − v0i) (3.14)
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are constructed from the linearization analysis at stationary points |c0i = |x0i,u0i,v0i,∆p0i , where c0i

denotes the set of operational values that determine the location within the operating range. The

state vector is given by x =
[
xTwSS ẋTwSS xTwFA ẋTwFA ωr ωg θDT

]T
, while the inputs β

and T denote the collective pitch angle and generator torque, respectively. The proposed structure of

the model yields a convenient model description for control design, where the structure of the input

matrices Bi results in coupling of the considered degrees of freedom, but possible structural coupling

within the system matrices Ai is neglected. The TwSS and TwFA open-loop dynamics are modeled as

second-order transfer functions in accordance to FAST [27]

AiTwSS =

[
0 1

∂f2(x,u,v)
∂xTwSS

|c0i ∂f2(x,u,v)
∂ẋTwSS

|c0i

]
, AiTwFA =

[
0 1

∂f4(x,u,v)
∂xTwFA

|c0i ∂f4(x,u,v)
∂ẋTwFA

|c0i

]

and AiDT follows the widely employed modeling structure of the drivetrain [7, 12, 14, 15]. The input

matrices are defined as

BiTwSS =

[
0

∂f2(x,u,v)
∂T |c0i

]
, BiTwFA =

[
0

∂f4(x,u,v)
∂β |c0i

]
,

BiDTβ =

[
∂f5(x,u,v)

∂β |c0i
02×1

]
, BiDTT =




0
∂f6(x,u,v)

∂T |c0i
0


 ,

such that in this model description pitching acts on the rotor speed ωr and the tower fore-a� motion

ẋTwFA, while a variation of the generator torque T a�ects the generator speed ωg and tower side-to-

side oscillation ẋTwSS.

For definition of the model dynamics at each operating point, the partial derivatives are used that

result from the linearization analysis conducted with FAST [27]. Here, they are denoted using the

corresponding position of the considered state in the vector function of the overall dynamics ẋ =

f(x, u, v), where e.g., f2(x, u, v) = ẍTwSS refers to the second entry and in this case defines the

dynamics of the tower side-to-side motion. In Figure 3.1 (a), (b) and (c) the resulting partial derivatives

are illustrated. While the sensitivity to pitching varies significantly in operation underlining the non-

linear dynamics, see Figure 3.1 (a) and (b), the component’s sensitivity to torque variations is constant,

see Figure 3.1 (c).

Based on N linear sub-models locally describing the dynamics at the corresponding operating points

in (3.14), an overall non-linear description in the TS framework can be obtained, which follows the

model description in (3.2).
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Figure 3.1: Wind turbine model coe�icients at the evaluated stationary operating points. Sensitivity of
(a) the rotor speed to changes in the pitch angle (b) fore-a� tower top displacement to changes in the
pitch angle (c) generator speed and side-to-side tower top displacement to changes in the generator
torque. The coe�icients are gained by linearization analysis and used to create linear sub-models of
the wind turbine components. Combined in the TS framework, the linear sub-models describe the
overall non-linear wind turbine dynamics.

3.2.2.2 Operational concept

In the presented approach, the choice of linearization points determines the desired operating tra-

jectory of the turbine that is enforced by the applied controller. As usual in wind turbine control,

di�erent actuators govern the rotational speed feedback depending on the current operating region.

During nominal power production below rated wind speed, the torque is active for optimal tip speed

ratio tracking and the pitch angle is fixed at 0 deg (see Figure 3.2) until the rated rotational speed is

reached. From this point the generator torque is used to regulate the rotation until rated generator

torque is reached, where for increasing wind inflow the pitch angle is used to perform regulation of

the rotational speed. This approach follows the commonly applied concept for wind turbine operation

[26, 17] and can be identified from nominal power production in Figure 3.2, where the inputs inducing

stationary behavior at the considered operating points of the linearization analysis are depicted. The

linearization is conducted at l1,max = 63 operating points in a range of v = [7.89...30] m/s unevenly

distributed along the operating range as can be identified from Figure 3.2, where the lower bound

corresponds to the beginning of the optimal tip speed tracking region [26].

To enable the power tracking functionality, linearization is not only conducted on the nominal power

production curve, i.e. ∆p = 0, but we sought for stationary points with reduced power output for

the same wind speed at l2,max = 4 discrete steps. The power tracking signal ∆p is normalized to the

power output on the nominal power trajectory, which depends on the current inflow condition. By

definition of the power tracking signal range ∆p = [0 .25 .5 .75] from the nominal power production

∆p = 0 at a given wind speed and rotational speed, a reduced generator torque T0 varies the power

output. This is coped by an adjustment of the pitch angle to obtain stationary behavior, i.e., ẋ = 0.
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Figure 3.2: Input of the wind turbine at di�erent stationary points. The operating points comprise
the nominal production mode and reduced power output at steps of 75%, 50% and 25% relative to the
current available wind power. Governed by the estimated wind speed of the observer, the values of
the pitch angle β0 and generator torque T0 provide the basis for the feedforward term in the control
scheme, see Figure 3.5.

This approach results in a total number of N = 63 · 4 = 252 linearized models. From Figure 3.2 it can

be observed that the inputs inducing stationary behavior at a given wind speed deviate significantly

for di�erent desired power outputs of the turbine, as the torque is varied to match the desired power

output, while the pitch angle is employed to balance the aerodynamic torque to the applied generator

torque in full and partial load operation with reduced power output compared to the nominal power

trajectory.

3.2.2.3 Control design

The inherent dynamical response of the turbine model in an operating point is characterized by the

poles λi of Ai in (3.14). Consequently, by influencing the pole location under the impact of the indi-

vidual feedback gains, a desired transient behavior of the turbine can be enforced by the controller.

Convexly blended in operation, the dynamical properties of the closed-loop linear sub-models shape

the non-linear system response of the wind turbine. In Figure 3.3 the poles of the state matrices Ai

are captured open- (a) and closed-loop (b)-(f) depending on the control design stage. Depending on

the considered component and objective, di�erent LMI stability and performance constraints can be

combined to form a powerful control design concept.
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Figure 3.3: Pole locations of the wind turbine model at N stationary operating points in the complex
plane at individual steps of the control design. Subfigures (a) and (f) provide an impression of the open-
loop and closed-loop wind turbine dynamics. Subfigures (b)-(e) illustrate the relocation of the poles of
certain wind turbine components within the individual feedback design steps due to the LMI-based
performance criteria.
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The feedback gains of (3.5) in the overall form are defined as

Kj =

[
01×2 01×2 01×3

KjTwSS 01×2 K
jD̃T

]
, if input T

or

Kj =

[
01×2 KjTwFA [Kjωrβ 01×2]

KjTwSS 01×2 KjDT

]
, if input β .

(3.15)

The gain structure reflects the employed actuator for the corresponding j-th operating point. If the

turbine is operated on the nominal power trajectory below rated power, i.e., P < Prated with ∆p =

0, only the generator torque control is used to provide feedback to the rotational speed, while the

pitch angle is employed in all other operating points. The blending of controller gains based on the

estimated wind speed and power tracking signal automatically incorporates this conceptual change

in operation of the plant in the TS framework, and therefore no separate treatment of transitional

regions is necessary in the proposed scheme.

The structure is chosen to suppress some couplings from the control action in the multi-variable control

problem. This prevents unnecessary control action from interfering with other modeled but uncoupled

states of the system model by feedback calculation, as would result from a full state feedback. I.e., from

the definition of inputs u = [β T ]T and the above definition of the feedback gains, the TwSS observer

states act on the generator torque T only, while the TwFA observer states influence the pitch angle,

both aiming for an active damping in operation. The individual feedback gains KjTwSS, KjTwFA,

KjDT and Kjωrβ represent the feedback for the TwSS and TwFA motion, as well as the feedback of

the drivetrain oscillation or rotor speed depending on the current operating point. The gains K
jD̃T

are constructed to combine rotational speed feedback KjωrT with damping characteristics imposed

on the drivetrain oscillation in the design of KjDT at operating points where the generator torque

is employed for both purposes. The feedback gains are derived sequentially and are subsequently

integrated into the overall structure of Kj .

The control design is composed of di�erent steps. This accounts for the sensitive dynamical behavior

of the wind turbine by enforcing a desired performance for each modeled component individually

employing LMIs presented within the theoretical framework. It allows for a modular handling of

di�erent turbine components for control design.
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Step 1: definition of the rotational dynamics A feedback from the drivetrain oscillation to the

pitch is avoided as this severely excites tower and blade oscillations. For that reason, a rigid drivetrain

model representing the non-linear rotational dynamics ωr as combinations of first-order transfer func-

tions and neglecting the drivetrain flexibility is used in the first design step.

The model is analogously derived in operating points from Figure 3.2, but only the rotor degree of

freedom is enabled in the linearization analysis using FAST [27], which results in reduced a wind

turbine model following ω̇ = f(ω, β, T, v) as shown in [20]. This yields a model description in form

of

ω̇r =
N∑

i=1

hi(v,∆p)

([
∂f(ω, β, T, v)

∂ωr
|c0i

︸ ︷︷ ︸
Aωr,i

]
(ωr − ωr0i)

+

[
∂f(ω, β, T, v)

∂β
|c0i

︸ ︷︷ ︸
Bωrβ,i

∂f(ω, β, T, v)

∂T
|c0i

︸ ︷︷ ︸
BωrT,i

]
(u− u0i)

)
,

(3.16)

where depending on the feedback actuator of the j-th operating point in the control design either

BωrT,i or Bωrβ,i is employed for definition of the LMIs. The input u is equivalently given by the pitch

and generator torque as described in (3.14).

A favorable starting point for the definition of a desired rotational behavior is provided by the open-

loop dynamics in Figure 3.3 (a). Whereas in lower wind speed the turbine exhibits a slower transient

response, in higher wind speed the pole locations move further into the le� half of the complex plane,

which is also reflected by a decreasing standard deviation of the rotor speed as illustrated in Figure

3.9 (f). This basic behavior is reproduced by our control concept, where the rotational dynamics when

the torque is used as feedback (yellow in Figure 3.3 (b)) is defined in a narrow range close to the

origin of the complex plane. For operating points governed by pitching, a wider range of dynamics is

accepted, resulting in the green region constraints illustrated in Figure 3.3 (b) and given by (3.8), (3.9).

Additionally, (3.11) is applied for matrices incorporating a pitch feedback to optimize for reduced pitch

activity.

This design step results in feedback matrices Kjωrβ and KjωrT depending on the operating point.

While the rotational speed feedback for the pitching Kjωrβ can be readily introduced into the de-

scription (3.15), the operating points with torque feedback to the rotational speedKjωrT are combined

with the drivetrain damper gains in the next step as they act through the same input.

Step 2: damping drivetrain torsional dynamics By employing LMIs (3.8), (3.9), (3.10) and (3.11)

to the drivetrain model AiDT and generator torque input matrix BiDTT , a damping ratio of D =
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6% on the torsional oscillation can be enforced. As illustrated in Figure 3.3 (c), the imposed region

constraints result in a damped closed-loop behavior indicated by a reduced imaginary part of the

conjugate complex pole pair, i.e., lowering Imag(λi) ≈ 14 s−1 to Imag(λi) ≈ 11 s−1 while retaining

similar real parts. This damping ratio yields appropriate drivetrain dynamics as will be shown in the

load analysis in Sec. 3.3.2.

This design step results in feedback gains KjDT. For operating points that employ the pitch angle for

the rotational speed feedback, the derived gains are incorporated as shown in (3.15). If the torque is

used for rotational feedback, the drivetrain damping gains are combined with the previously synthe-

sized gains for rotation feedback from torque

K
jD̃T

=
[
KjωrT 01×2

]
+KjDT . (3.17)

Step 3 and 4: damping TwFA/TwSS dynamics By applying LMI constraints (3.8), (3.10) and (3.11)

to the TwFA model AiTwFA and BiTwFA, a damping of the motion by pitching is enforced. As we

(optionally) only incorporated TwFA feedback when the pitch rotational feedback loop is active, in

some operating points the pole locations of the TwFA motion remain constant (yellow in Figure 3.3

(d)). We imposed a damping ratio of D = 12% to the remaining operating points, resulting in a

movement of the TwFA poles further into the le� half, compare Figure 3.3 (a) and (d).

The same approach is applied to the TwSS model AiTwSS and BiTwSS using the torque input for all

modeled operating points. This pushes the TwSS poles further to the le�, compare Figure 3.3 (a) and

(e), and results in a guaranteed damping ratio of at least D = 1%. This small damping shows great

consequences for the resulting loads, as this motion is highly undamped in open-loop mode indicated

by its location close to the imaginary axis. The resulting feedback gainsKjTwFA andKjTwSS can then

be incorporated into the overall model description as shown in (3.15).

Step 5: justification of stability Even though in the previous steps LMI constraints that verify

stability of the considered component models are used, through the interaction of all feedback loops

couplings of the previously decoupled system result. The e�ects for stability of the considered wind

turbine model can be evaluated in the discussed LMI framework. The proposed stepwise control design

allows for great flexibility with regard to di�erent degrees of freedom of the wind turbine structure

at cost of a possible iterative final justification of stability that interconnects all individually derived

feedback gains.

The last step consists of finding a quadratic Lyapunov function for the overall closed-loop dynamics

under the impact of Kj , which is illustrated in Figure 3.3 (f). Through combination of all necessary i
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and j, i.e. hihj 6= 0 ∀i, j [16], in the LMIs

X(Ai −BiKj)
T + (Ai −BiKj)X ≺ 0 (3.18)

and deriving a solution for X , stability of the non-linear closed-loop design model on the considered

operating trajectory is verified. The justification of stability does not incorporate robust measures that

account for additional disturbance terms induced by a wind speed estimation error, and the associated

model uncertainty. However, by enveloping the entire considered operating region into a Lyapunov

function including the conceptual change in actuation from generator torque to pitch, this step at the

end provides a valuable verification of the derived controller’s e�ectiveness.

3.2.2.4 Observer design

In the considered model we assume the tower top displacement (TwFA and TwSS) as measurable.

While direct measurements of the tower top deflection are hardly feasible, a tower acceleration signal

can be used to provide the velocities and position of the tower top [2] in application of the approach.

The drivetrain torsional angle θDT is estimated from measurements of both the rotor and generator

speed. This yields an output matrix C in form of

y = Cx̃ =




1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0



x̃ .

The time constant of the first-order disturbance model is defined as τ = 4 s, and the estimated

disturbance represents the current e�ective wind speed, i.e., d̂ = v̂. While the inflow acts among

various time scales, this parameter can be chosen such that the modeled dynamics represent a relevant

time scale relative to the rotational wind turbine dynamics (see also location of wind model in the

complex plane in Figure 3.4). The e�ective wind speed estimated by the observer portrays a virtual

one-dimensional wind speed that excites the modeled system in a representative manner compared

to the turbulent, three-dimensional inflow.

The definition of adequate observer dynamics is central to the proposed control scheme. On the one

hand, a fast decaying estimation error is favorable as this means scheduling and decay of the estimated

states x̂ in the feedback loop at a short timescale. However, as a change in the wind disturbance esti-

mate v̂ directly varies the pitch angle through the feedforward term uFF, a trade-o� due to limitations

of the pitch activity and resulting loads is required.
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Figure 3.4: Pole locations of the observer model (a) open-loop and (b) closed-loop a�er LMI-based
observer feedback gain synthesis. The model comprises an augmented wind state, which in closed-
loop provides an estimate for scheduling of feedback gains and is used for calculation of a feedforward
term.

To achieve this, an LMI formulation is chosen that defines the closed-loop dynamics to lie within a

particular region in the complex plane. This region is shaped by employing the observer equivalent

formulation [20] for the conical sector defined by θ in (3.10), αmin in (3.8) and αmax in (3.9). Assigning

a damping of at least D = 90% and αmin = 1.2 and αmax = 2.5 results in Figure 3.4 (b), where the

closed-loop observation error dynamics are depicted.

The open-loop pole locations in Figure 3.4 (a) are identical to the poles of the control design model in

Figure 3.3 (a), except for the additional poles introduced by the augmented wind state in (3.12). The

closed-loop error dynamics is posed faster than closed-loop system dynamics to ensure an adequate

scheduling of the control gains and feedforward action. The observer dynamics can be separated

dynamically from the closed-loop system by assigning an adequate αmin (compare pole locations in

Figure 3.3 (f) to Figure 3.4 (b)), while the bandwidth of the observer is limited using the design pa-

rameter αmax. The assigned damping ratio prevents the observer from inducing oscillations into the

wind turbine structure from the feedfoward term. The application of an observer is capable of sepa-

rating the design of desired closed-loop behavior enforced by the feedback gains and the adjustment

to changes in the operating point due to a variation in the wind speed.

3.3 Simulation studies

The proposed controller is evaluated in di�erent deterministic and turbulent wind inflow scenarios

connected to FAST [27], which is configured as NREL’s 5 MW reference turbine [26]. The resulting
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TS Feedback Controller

uFB = −∑Nr

j=1 hj(v̂,∆p)Kj(x̂− x0j)

+
Aeroelastic wind turbine model

Input : u = uFF + uFB = [β, T ]T

TS Wind Speed Observer
˙̂
x̃ =

∑Nr

i=1 hi(v̂,∆p)
(
Âi(ˆ̃x− x̃0i) + B̂i(u− u0i) + Li(y − ŷ)

)

uFF =
∑Nr

i=1 hi(v̂,∆p)u0,i

y = [ωr ωg xTwFA xTwSS]T

ˆ̃x = [x̂T v̂]T

Figure 3.5: Block diagram of the presented control scheme. The control functionality is captured in
the model and feedback matrices along with an on-line calculation of the TS membership functions
based on the estimated wind speed v̂ and power tracking signal ∆p. The observer states x̂ are used in
calculation of the feedback loop.

state trajectories and occurring loads are compared to the Del� Research Controller (DRC) [17]. The

DRC so�ware package comprises a configuration for the evaluated 5 MW turbine, which is used as

reference control implementation. The entire TS control functionality in operation is captured in the

block diagram Figure 3.5.

Design load cases We analyze the wind turbine under the impact of step wind signals (see Figure

3.6). Additionally, the occurring loads in typical inflow conditions are analyzed based on the following

Design Load Cases (DLC) [28]:

• DLC 1.1 : Turbulent inflow, according to the normal turbulence model to obtain fatigue and

ultimate loads with mean wind speeds vj,mean in the range of vj,mean = 8 m/s to v8,mean = 22 m/s

with ∆vmean = 2 m/s.

• DLC 1.6 : A deterministic extreme operating gust at four di�erent wind speeds vr−2 m/s, vr,

vr+2 m/s and vCutOut (with the rated wind speed vr) to obtain ultimate loads.

Load assessment For performance evaluation of di�erent control configurations and scenarios, the

loads during simulation are mapped onto a comparable quantity. To assess the controllers capability

to maintain the desired rotational speed despite of the disturbing wind, standard deviation std(ω)

of the rotational speed is analyzed. The pitch wear from controller activity is accounted for by the

actuator duty cycle (ADC) [29], i.e., ADC = 1/T
∫ T

0 |β̇(t)|dt over simulation time T .

Fatigue loading of the mechanical structure is estimated in terms of the damage equivalent load (DEL)

that depends on the material parameter k, i.e., the inverse slope of the S/N-curve, and loading history

over simulation time. For that purpose we chose k = 4 for the steel tower and k = 10 for the blades
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made of reinforced glass or carbon fibre [30]. The equivalent load cycle number neq corresponds for

the blades to the number of rotor revolutions at rated rotor speed during a period of 600 s, and for the

tower to a three times higher number, i.e., the number of blade passages at the tower. To identify the

individual load cycles Sa,i and number of occurrences ni, the package provided by Niesłony [31] is

used, such that the damage equivalent load is then calculated from DEL = ( 1
neq

∑
i niS

k
a,i)

1
k .

The DEL is analyzed for the tower base fore-a� moment (TwrBsMyt), tower base side-to-side moment

(TwrBsMxt), Blade 1 flapwise moment (RootMyb1) and drivetrain sha� torque ∆T as representative

components of the wind turbine structure. Within the ultimate load analysis, the same load sensors

are investigated.

Power tracking specification To study turbine loading of power tracking at di�erent gradients, the

TS controller performance is evaluated for di�erent power tracking signals with identical wind inputs.

In that way an analysis of grid stabilizing behavior on the wind turbine operation under the impact of

a dedicated control scheme can be assessed. The turbine’s loading history is influenced by the form

and evolution of the power tracking and therefore a�ected by the requirements of transmission grid

operators.

For instance, Hydro-�ébec as Canadian transmission system operator requires wind farms to vary

the power output by at least 5% ”dynamically and rapidly” for 10 s [32]. Assuming a time of 0.5 s as

fast enough to adjust the power output by 5%, results in a power gradient of d∆p/dt = 10%s−1. This

requirement provides the center of evaluated power tracking scenarios (Sc2) with a faster (Sc3) and

slower configuration (Sc1), which are summarized in Table 3.1.

3.3.1 Step response of the system dynamics

A comparison of the response to step changes in the wind speed is presented in Figure 3.6 for the DRC

and TS controller. In Figure 3.6 (a) the wind speed at hub height and the estimated e�ective wind speed

by the disturbance observer are depicted. A�er a step change, the wind estimate decays towards the

altered wind condition, and consequently adjusts the feedback gains and feedforward term to the

new operating point, resulting in the control action in Figure 3.6 (g) and (h). As noted in the observer

synthesis Sec. 3.2.2.4, a trade-o� between the need for fast scheduling and state estimation in the

feedback is confronted with limitations in the pitch rates and corresponding loads, that directly result

from the pitch angle feedforward term.

By design, the DRC and TS controller in operating scenario Sc0 drive the turbine into the same sta-

tionary operating points. However, due to the additional incorporated feedback terms and the wind

85



3| Load mitigation and power tracking capability using LMI-based control design

Table 3.1: Overview of the operating scenarios for the TS controller (Sc0-Sc3) and DRC reference con-
troller. The third column illustrates the power tracking signal ∆p (gray) along with the normalized
power output (colorized) under the impact of the di�erent controllers, scenarios and identical turbu-
lent wind input for 100 s at a mean of 22 m/s. The following columns specify the employed power
tracking signals in terms of maximum reduced power max(∆p), frequency and maximum power gra-
dient max(d∆p

dt ) in operation.

Label Cntrl Power Tracking Signal ∆p max(∆p) Freq. max(d∆p
dt )

DRC Del�
Re-
search
Cntrl.[17]

0% – –

Sc0 TS 0% – –

Sc1 TS 75% 0.01
Hz

2%s−1

Sc2 TS 75% 0.04
Hz

10%s−1

Sc3 TS 75% 0.1 Hz 20%s−1
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Figure 3.6: Wind turbine time series of di�erent states as a response to step changes in the wind
speed evaluated for the DRC (gray) and the TS controller in Sc0 (yellow). Subplots: (a) Hub-height
and estimated wind speed (b) normalized generator power (c) normalized rotor speed (d) tower top
fore-a� displacement (e) tower top side-to-side displacement (f) drivetrain sha� torque (g) normalized
generator torque (h) pitch angle of blade 1

speed estimation in the TS control scheme, the state evolution of the turbine’s components di�er.

The rotor speed governed by the TS controller se�les into the new operating point without oscillation

(Figure 3.6 (c)). Further, the damping properties of the feedback design are reflected by a reduction of

tower top (Figure 3.6 (d) and (e)) and drivetrain torque oscillation (Figure 3.6 (f)). The e�ect of control

system properties becomes apparent by comparing the active and inactive TwFA damping in Figure

3.6 (d) due to a change in the operating point from full to partial load and back.

3.3.2 Loads in nominal operation

To illustrate the load mitigation potential of the TS controller from introducing di�erent wind turbine

component models in the control design, the DEL in DLC 1.1 is compared to the DRC’s performance.

The normalized performance measures are illustrated in Figure 3.7.

The incorporated damping of the TS controller results in reduction of tower base DEL in fore-a� di-

rection along the entire operating range above 10 m/s with values around -10% as depicted in Figure

3.7 (a). However, for a turbulent mean wind speed of 8 m/s an increase of DEL is visible, which re-

sults from an operational di�erence of the controllers when the inflow drops below the optimal tip

speed tracking range (and therefore design range of the TS scheme is le�). Due to the active damping

87



3| Load mitigation and power tracking capability using LMI-based control design

Figure 3.7: Performance of the TS controller in normal operation (Sc0) normalized to the DRCs’ per-
formance for DLC 1.1. Damage Equivalent Loads: (a) tower base fore-a� moment (b) tower base
side-to-side moment (c) blade 1 root flapwise moment (e) drivetrain sha� torque; Other measures: (d)
actuator duty cycle (f) standard deviation of rotational speed

from generator torque actuation, the tower base side-to-side DELs (Figure 3.7 (b)) and drivetrain DELs

(Figure 3.7 (e)) are reduced around -30% and -50%, respectively.

While in some operating points the blade root DELs reduction can be observed, others increase as

depicted in Figure 3.7 (c). By exhibiting varying values between -10% and +10% the DEL range is

comparable, as neither of the applied controller actively acts on the blade motion.

The standard deviation of the rotational speed in Figure 3.7 (f) reflects the control design concept,

where the feedback for rotation is designed to enable a behavior close to the open-loop rotational

dynamics of the turbine. This aims for a reduction in control activity in a close vicinity of an operat-

ing point, while critical components as the tower are individually damped by purposefully designed

feedback gains. In this concept, the observer dynamics is mainly responsible for an adjustment to a

changing operating point, reducing the need for feedback activity from rotational speed. This allows

for an increased standard deviation of the rotor speed in turbulent inflow, while the maximum speed

overshoot in extreme gust operations is reduced as depicted in Figure 3.10 (e).

A comparable pitch activity for the simulation studies in lower wind speeds, and an increased relative

ADC (up to 70%) in higher wind speeds can be identified from Figure 3.7 (d). As can be seen in Figure

3.9 (d), this increase in relative ADC originates from decreasing ADC of the DRC for higher wind

speeds, while the TS controller’s activity almost remains at a constant level for providing tower fore-

a� damping.
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Figure 3.8: Wind turbine time series of di�erent states as a response to turbulent inflow at a mean
wind speed of 12 m/s evaluated for the DRC and TS controller (Sc0 and Sc3). Subplots: (a) Hub-height
and estimated wind speed (b) normalized generator power (c) normalized rotor speed (d) tower top
fore-a� displacement (e) tower top side-to-side displacement (f) drivetrain sha� torque (g) normalized
generator torque (h) pitch angle of blade 1

3.3.3 Power tracking operation

The power tracking signals in operating scenarios Sc1-Sc3 are parametrized as sinusoidal variations to

fulfill di�erent power gradient requirements, and consequently a varying number of operating point

changes of the components in operation occur. While in Sc1 the operating point is varied six times

within the simulation at each mean wind speed, Sc3 enforces sixty operating point changes from

nominal power production to 25% and back, see Figure 3.8 (b) enabled by generator and pitch angle

actuation depicted in Figure 3.8 (g) and (h). As illustrated in Figure 3.8 (d) and (e) this mainly a�ects

the tower displacement of the turbine, while other components behave similarly when compared with

nominal operation by the DRC and TS controller in Sc0, see Figure 3.8 (c) and (f). Even though the

power is varied at a maximum rate of 20%/s in Sc3, the TS controller is capable of smoothly varying

the operating point of the turbine without showing additional oscillations building up induced by the

power tracking capability.

3.3.4 Loads in power tracking operation

In Figure 3.9 and 3.10 fatigue and ultimate loads resulting from DLC 1.1 and DLC 1.6 are depicted,

respectively. The control approach is able to perform a stable operation of the turbine in all considered
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scenarios, which is reflected by comparable standard deviations of the rotation irregardless of the

power tracking requirements in Figure 3.9 (f).

While the tower base side-to-side and drivetrain DELs in Figure 3.9 (b) and (e) suggest only slight

increases in loading due to the power tracking in Sc1-3 and yielding load reduction compared to the

implemented DRC, other components’ fatigue loading is intensively a�ected.

The change in stationary tower fore-a� displacement for varying operating points has its maximum

around rated wind speed, and consequently the traveled distance due to power tracking by the tower

top is greatest. This is reflected by the maximum increase in tower base fore-a� fatigue loading (ap-

prox. doubling of DEL in Sc3 compared to DRC) around wind speeds with a mean of 12 m/s in Figure

3.9 (a). This value declines to 20% increased fatigue loading at 22 m/s in Sc3. The resulting DEL de-

pends on the dynamic requirements (i.e., operating point changes and gradients) of the power tracking,

reflected by a severely lower DEL in Sc2 and Sc1 compared to Sc3 along the entire operating range.

Further, pitch activity is greatly increased due to the power tracking operation as can be seen in Figure

3.9 (d). As depicted in Figure 3.2, the di�erence in stationary pitch angle is greatest around rated wind,

resulting in the largest increase of ADC to cope with the varying power output of the turbine around

12 m/s and almost decreasing to a level comparable to nominal operation in Sc0 for higher wind speeds.

The di�erence due to the dynamic requirements of the power tracking is severe, where only a moderate

ADC growth for Sc1 and Sc2 compared to Sc0 is identified.

The blade root’s flapwise loading also increases due to the power tracking operation (35% at 12 m/s

and 10% at 22 m/s in Sc3 compared to DRC) as can be seen from Figure 3.9 (c). As discussed for tower

fore-a� loading and ADC, the dynamic requirements of power tracking signal determine the increase

in blade loading.

While we identify an increase in some components’ fatigue loading, the ultimate loads for extreme

operating gusts in DLC 1.6 underline the smooth closed-loop behavior induced by the TS controller

in both nominal and power tracking operation. As can be seen in Figure 3.10, all considered ultimate

loads are reduced compared to the DRC performance regardless of the scenario. While in fatigue

loading an increase due to a faster dynamic tracking signal is apparent, the ultimate loads show no

trend with regard to the power tracking signal. They are certainly influenced by the phase shi� of the

wind gust to the current position of the power tracking signal, which motivated us to configure the

individual signals in Sc1-3 to perform at a maximum power gradient at the gust’s beginning, while in

e.g., Sc3 the power output is varied more than an entire cycle (from rated power to 25% and back) for

an active wind gust of about 15 s.
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Figure 3.9: Fatigue loads of the DRC and TS controller in di�erent operation modes (Sc0-Sc3) for
DLC 1.1. As the same TS controller and wind inputs are used in the di�erent scenarios (Sc0-Sc3),
the resulting loads for di�erent turbine components due to power tracking are accessible. Damage
Equivalent Loads: (a) tower base fore-a� moment (b) tower base side-to-side moment (c) blade 1 root
flapwise moment (e) drivetrain sha� torque; Other measures: (d) actuator duty cycle (f) standard
deviation of rotational speed

Figure 3.10: Ultimate loads of the DRC and TS controller in di�erent operation modes (Sc0-Sc3) for
DLC 1.6. The evaluation of the power tracking scenarios in Sc1-Sc3 reveal no additional ultimate loads
faced by the turbine. Maximum values of: (a) tower base fore-a� moment (b) tower base side-to-side
moment (c) blade 1 root flapwise moment (d) pitch speed (e) drivetrain sha� torque (f) normalized
rotor speed
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3.4 Discussion

The considered operating range in the control design allows for a variation of the turbine’s power

output to perform grid stabilizing behavior. In Fleming et al. [33] the e�ects of constant power reserve

on the turbine’s structural loading are investigated. They find a decrease in ultimate loading along

with an increasing pitch actuation, especially in lower wind speed. The reported results align with the

findings using the TS controller in the discussed scenarios, where pitch activity increased most in lower

wind speeds and ultimate loads are positively a�ected by the power tracking scenarios. In contrast to

the constantly applied power reserve strategies from Fleming et al. [33], in this study the controller

is employed to dynamically track a given power command, resulting in a continuous and inevitable

excitation of especially the tower top in fore-a� direction. Where Fleming et al. [33] found a reduction

due to constantly reduced power output, our fatigue load analysis of the tower base fore-a� moments

reveals the dependence on the dynamic requirements of the power tracking. Other fatigue measures

including the drivetrain sha� torque, blade flapwise loading or tower base side-to-side moment show

smaller dependence on the evolution of the power tracking signal. The increased fatigue loading at

di�erent dynamic scenarios follows a clear trend, indicating that a characterization of the additional

fatigue loading by enforcing a desired power output is quantifiable.

As noted by Mulders and van Wingerden [17], the di�erent reference implementations aggravate the

comparison of load reduction capabilities from control schemes proposed in research. By employing

preview-based, model predictive control, Schlipf et al. [8] and Koerber and King [9] report tower fore-

a� fatigue load reduction potential in a range of 30-40%, which outperforms the results in nominal

operation normalized to the DRC [17] in Figure 3.7. In the non-preview investigation of Koerber and

King [9], where an Extended Kalman Filter comparable to the TS disturbance observer [25] is em-

ployed, an increase on tower fatigue loading of approx. 19% compared to the preview case is reported.

Averaging the load reduction potential of the TS controller around 10% along the considered operating

range, an introduction of preview information in the TS control functionality might promise a total

load reduction potential on a similar level in a range of 30%.

Compared to the proposed TS controller, ultimate loads could be reduced significantly in both reports

[8, 9]. However, as pointed out by Koerber and King [9], ultimate loads are mitigated mainly by

preview, as this e�ect vanishes when using the non-preview controller version. This is caused by the

propagation time from the wind gust to the measurement as a result of the involved dynamics. Further,

they note that in the case of the non-preview scheme, the load reduction is achieved at the cost of

an increased pitch activity. This e�ect is also revealed in Figure 3.7, where especially in higher wind

speed the actuator duty cycle is increased compared to the reference controller for providing damping

to the tower fore-a� motion.
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Di�erent from the mentioned model-predictive control schemes [8, 9], no explicit formulation of state

and input constraints is incorporated in the proposed LMI-based approach, which might provide lower

confidence in keeping the turbine’s operational constraints. Instead, this is coped by a priori shaped

closed-loop state dynamics to prevent exceedance of limits and saturation in operation. However,

Koerber and King [9] note that while greatly decreasing the risk of overspeeding, even the state con-

strained control scheme can not provide guarantee in all gust situations, as a gust might excite the

turbine such that no feasible solution under the given constraints exists.

Model-predictive control schemes with their inherited capability to handle preview information, es-

pecially with the emergence of LIDAR (light detection and ranging) systems, provide a promising field

of advancement in wind turbine control. However, they su�er from real-time implementation issues,

as also reported by Schlipf et al. [8]. While research will certainly decrease these issues, the proposed

TS scheme represents an interesting alternative, especially for non-preview operation. The control de-

sign complexity is shi�ed into the reproducible o�-line model-based synthesis and the scheme can be

implemented in a few lines of code, see Figure 3.5. This allows for an e�icient evaluation, maintenance

and real-time implementation of the controller code.

In this contribution, the TS scheme is investigated for a well-known 5 MW reference case, but the

control design is not limited to this turbine. The performance in operation with regard to state tra-

jectories and occurring loads depends, however, on the employed design parameters in terms of LMI

region and damping constraints. As the controller ”needs careful design” [2], the optimal set of design

parameters di�ers depending on the wind turbine specifications. The analysis of the open-loop mod-

els in the complex plane yields an impression of the autonomous turbine dynamics, and thus provides

a valuable starting point for the definition of a desired closed-loop behavior enforced by the control

scheme in operation. While the control design remains an iterative procedure depending on the oc-

curring loads, the general formulation of the control synthesis and the interpretability of the design

parameters allow for an e�icient controller adjustment. The proposed modular structure facilitates the

dedicated integration or isolation of specific feedback loops, resulting in a flexible control procedure

with respect to the considered wind turbine components.

The TS scheme envelops a wide operating range into an overall convex description that is integrated

into the design process. Stability and performance constraints imposed by the LMIs are valid within

the defined operating range. If the turbine exceeds the boundaries of this range, a controller adjust-

ment to the alternating turbine dynamics is disabled. E�ectively, this results in locking of the TS model

description in the boundary operating point of the defined range, and consequently, the real dynamics

of the turbine in operation and the model diverge. While the TS controller still provides feedback, the

feedforward action and desired operational values represented by x0j freeze at the boundary oper-

ating point, such that the controller tries to enforce these stationary values. For example, this e�ect
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leads to a relative increase in tower fore-a� loading for a mean wind of 8 m/s in Figure 3.7 (a) when the

wind drops below the lower bound of the operating range. In contrast to the TS controller, the DRC

incorporates a strategy for this operating range. Anyhow, the TS controller performs robust, stable

operation of the turbine, but the state trajectories di�er as by design the TS controller possesses no

information on the desired states and input values of the turbine in this range. To circumvent this

malady, either the operational range of the TS scheme can be enlarged by including this range in the

linearization analysis, or a simple linear dependence of the torque to the generator speed could be

applied as suggested by Jonkman et al. [26].

In general, the choice of operating points and their distribution in the TS scheme depends on the

purpose of the designed controller and considered dynamics. An increasing number of linearized

models within an operating range results in an increased accuracy of the model approximation [21].

On the other hand, the computational cost of the design also increases, such that a balance between

accuracy and complexity needs to be designed by the control engineer. For example, a validation of

the TS model for the rotational dynamics used in the control design in Sec. 3.2.2.3 is shown in [20]

for the full load region. The linearization points in this work as depicted in Figure 3.2 (N = 252)

are unevenly distributed, such that a denser model description is derived in the crucial range around

rated wind speed, where the feedback loop actuator changes from generator torque to pitch angle

for increasing wind speeds. The contribution follows a heuristic approach, where we analyzed the

variation of eigenvalues due to a change in operating point. While the rotational dynamics of the

turbine varies significantly for di�erent wind speeds, the influence of a power output adjustment at a

given wind speed varies the resulting dynamics similarly across the entire wind spectrum. This is the

reason for the di�erent resolutions of the incorporated premise variables.

Extensions to the presented LMI framework exist, where the conservativeness of the design can be fur-

ther decreased by employing e.g., non-quadratic Lyapunov approaches [34, 35] or relaxation schemes

[36]. While the considered LMI techniques in this work due to the un-relaxed quadratic Lyapunov

approach constitute rather basic and conservative design constraints, the results underline the useful-

ness of the LMI-based design for the wind turbine application, leaving room for further advancements

employing a variety of rich methods existing for handling of systems modeled in a TS framework [37].

For example, an approach towards active power control for wind turbines employing LMIs using an

on-line optimal and o�-line sub-optimal output feedback design is considered in the work of Bayat

and Bahmani [38].

By accounting for nominal and reduced power production at arbitrary inflow in the multi-variable sta-

bility framework, scheduling is implicitly integrated in the TS approach. Further, tuning of operating

point-dependent control loops as necessary in state-of-the-art proportional-integral control schemes

is avoided due to the TS scheme’s capability to capture the varying dynamics in a unified framework.
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As a result, the combination of an automated model-based control synthesis over a wide operating

range and a lean implementation allows for an e�icient control design procedure.

3.5 Conclusion

A non-linear model-based TS controller was presented that proves to be e�ective for the complex task

of wind turbine control design. It is capable of integrating several degrees of freedom in the model

and subsequent control design in an extended operating range to enable dynamic power tracking.

Through the model-based controller synthesis based on linear matrix inequalities, desired dynamical

properties within the Lyapunov stability framework can be enforced. As a result, the controller shows

significant load reduction potential for the incorporated dynamics in the description compared to the

employed reference controller.

The e�ects of power tracking with di�erent dynamic requirements on the wind turbine structure were

evaluated to provide a measure of the resulting loads. For that purpose, artificial grid stabilization

scenarios modeled by sinusoidal variations of the power demand with di�erent frequencies are en-

forced by the controller. The results reveal the increased fatigue loading a�ecting the lifetime of the

wind turbine from grid stabilizing behavior. In the ultimate load analysis, no increase due to the

power tracking operation was observed, such that mechanical dimensioning of the structures from

the considered DLCs is una�ected.

As a result, the controller’s power tracking capability allows for a dedicated variation of the turbine’s

power output to support the stabilization of the electrical grid, potentially even without a turbine

redesign. The results suggest that under appropriate control action the turbine can be employed to

provide active power control with the necessary dynamics to the electrical grid, leaving the question

of financial compensation for the additional fatigue loading. As the levelized cost of energy depends

on the included services and their revenue [4], the provision of ancillary services for the electrical grid

may become a competitive and technical advantage, if not a necessity, when replacing conventional

power plants with renewable sources in the energy generation mix.
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[32] Hydro-�ébec. Technical Requirements for the Connection of Generation Facilities to the
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Abstract

Owing to the aerodynamic conversion process, wind turbines exhibit a nonlinear behavior and en-

counter turbulent operating conditions that demand well-defined closed-loop dynamics to withstand

accumulated loading over the lifetime. Wind excitation is the main disturbance and driving force for

the system and determines the necessary operating strategy, but it usually represents an unmeasur-

able quantity. In this study, we used a linear-matrix-inequalities-based control and observer design

to operate a variable-speed, variable-pitch wind turbine in a wind tunnel experiment at di�erent re-

producible inflow conditions while relying on a wind speed estimate obtained from a disturbance

observer. The computational complexity of the stability framework incorporating the reconstruction

of the unknown wind speed is reduced by exploiting characteristics of the modeling approach based

on a convex combination of linear submodels. The assumption used in the proposed stability con-

sideration is evaluated based on measurement data. We introduced an extended operating range

compared to the commonly considered operating trajectory of wind turbines in the control design.

A controller based on Takagi–Sugeno modeling is used to operate the turbine at challenging power

tracking requirements demonstrating the capability to support fast stabilization of the electrical grid

while discussing the loading and operational constraints observed during the experiments.
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4.1 Introduction

Wind turbines are nonlinear systems carefully designed to withstand operational loads occurring over

the lifetime. To reduce the cost of energy, scaling approaches are used [1]. This results in increasingly

flexible and larger components dynamically interacting that the controller needs to handle appropri-

ately [2]. Therefore, a well-defined closed-loop behavior actively enforced by the controller is vital for

the wind turbine performance during the lifetime.

This has led to intensive control research. Various promising results have been achieved by applying

modern model-based control strategies. These strategies comprise model predictive control [3, 4, 5],

optimal control [6, 7] or linear parameter varying approaches [2, 8, 9, 10]. Relevant fatigue load reduc-

tion in several degrees of freedom has been achieved [2, 4, 5, 6, 7, 10, 11] compared to the classically

used gain-scheduled PI approaches. This shows the potential of model-based methods based on sim-

ulation studies, but few experimental studies have been conducted. Data-driven identification of a

closed-loop turbine model based on field data in turbulent conditions has been performed [12]. Wind-
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tunnel validation has also been reported [13], where predictive control for a small-scale wind turbine

was investigated. The strategy is based on wind speed measurements using a Pitot tube and covers

generator torque control. It is discussed that knowledge of the incoming flow in advance can increase

the control performance. Further, subspace predictive repetitive control has been evaluated in wind-

tunnel experiments [14, 15], which focused on the mitigation of periodic blade loading by individually

pitching the turbine’s rotor blades without addressing the power regulation problem.

The increasing share of wind power in the energy generation mix demands a higher contribution of

wind turbines to grid services, such as providing frequency stabilization of electrical grids [7, 16] or

contributing to black-start [17] by dynamic power tracking. Besides the benefits for electrical grids,

power tracking can improve conversion performance, such as limiting turbine loading [18, 19], reduc-

ing or balancing structural loads in wind farms [20, 21] or increasing wind farm power production [22].

To enable power tracking functionality, turbines are forced out of the commonly considered operating

trajectory that maximizes the power output [17, 11], and consequently, the operational range for the

applied controller is e�ectively increased. In [23], it has been reported that turbine loading is a�ected

by the associated variation in dynamics when the controller gains derived for the nominal power tra-

jectory are applied. Thus, an extension of the commonly applied gain-scheduled PI controller has

been proposed to account for this e�ect [23, 17]. This variation of dynamics has been considered in

model-based approaches in simulation-based studies [9, 10, 11], where linear-matrix-inequality (LMI)

design is conducted. Field validation of constant power derating by applying an industrial standard PI

controller has been reported [24, 25]. In [26], di�erent operating strategies for power tracking based

on extended classical PI control approaches are presented and validated in a wind tunnel. The authors

show the turbine’s response to stepwise changes in power output demands and compare the loading

based on the power tracking strategy.

The wind inflow represents the main disturbance of the system [27], where in addition to the peri-

odic loads from the rotation, the operational loads are governed by turbulent wind interacting with

the closed-loop system. Without integrating advanced sensing, such as light detecting and ranging

systems, the wind resource cannot be measured for control purposes while governing the nonlinear

dynamics. To resolve this operational complexity, disturbance observers and Kalman filters have been

designed to estimate the e�ective wind speed [28, 29, 30]. In [28], di�erent wind speed estimation

strategies, including algebraic calculation from stationary power relation, Kalman filtering, and un-

known input observers, are compared on the basis of both simulation studies and field measurements.

Through experimental measurements, a 20–30% decrease in performance was reported compared to

that obtained by simulations.

An observer with a Takagi–Sugeno (TS) structure was proposed for reconstructing wind speed [31, 30,

11]. It is based on a nonlinear description using a convexly weighted combination of linear models.
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The wind speed estimate is integrated as a premise variable (PV) in the TS model, which schedules

the nonlinear model dynamics. In [31, 30], only the observation problem is discussed without closing

the loop, whereas, in [11] the separation principle in the feedback and observer design for TS systems

is assumed, which formally holds for only measurable PVs [32]. The consequences for wind turbine

control are noted in [2] by discussing the possible interference of the feedforward component and the

feedback if acting in the same frequency region. This is also reported in [33], where the disturbance

sensitivity function with uncertainties is analyzed for feedback–feedforward individual pitch control.

Few approaches to simultaneous control and observer synthesis for TS systems with unmeasurable

PVs have been proposed [34, 35, 36]. The approaches either introduce additional variables as integral

constraints inheriting the modeling error due to the unmeasurable PV [35], resulting in relatively com-

plex LMIs with additional design variables [34] or leave the LMI framework yielding bilinear matrix

inequalities [36]. However, basic stability constraints reliant on predefined gains for this general non-

linear control problem have been identified for a long time [37], but due to the possibly great number

of LMIs inherit a significant conservativeness.

For wind turbine control, basic LMI design constraints with their physically interpretable parame-

ters, such as decay rates and damping ratios, were identified as beneficial in the multivariate design

approach [11]. Based on this, load mitigation by the provision of active damping in several turbine

components in a large operational range was achieved, and compared to a conventionally applied PI

controller. This work extends the observer-based control design discussed in [11] by providing proof

of stability both theoretically and experimentally considering the unmeasurable wind speed as PV. To

this end, the complexity of the basic stability constraints described in [37] is reduced by exploiting

the structural properties of the TS framework when derived based on linearized models under the

assumption of a maximum estimation error in PV. The investigated feedback gains are synthesized in

a previous step allowing specifically assigned closed-loop dynamics based on LMI performance con-

straints.

Here, the experimental wind tunnel validation of the LMI-based control contributes to three aspects.

First, the robustness of the nonlinear, model-based controller to modeling mismatch and real-time

implementation is explored in a large operational range. Second, the adherence of assuming a maxi-

mum wind speed estimation error within the LMI-based stability considerations is evaluated. Finally,

the power tracking functionality implicitly integrated into the approach is assessed to explore the

capability of wind turbines in supporting the dynamic stabilization of the electrical grid.

The rest of the paper is organized as follows: the construction of the nonlinear wind-turbine model in

the TS framework is presented in Section 4.2; the LMI-based control design is discussed and used to

enforce a desired closed-loop wind-turbine dynamics in Section 4.3; the wind-tunnel setup and inves-
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tigated power tracking scenarios are introduced in Section 4.4; the measurement results are displayed

and analyzed in Section 4.5; the results are discussed in Section 4.6; conclusions are drawn in Section

4.7.

4.2 Modeling

4.2.1 Model wind turbine Oldenburg (MoWiTO)

The investigated three-bladed MoWiTO is a fully controllable scaled version of the NREL 5-MW refer-

ence turbine [38]. With a spatial scaling of 1/70, it has a rotor diameter of 1.8 m and is shown in Figure

4.1. Scaling was performed to preserve operational properties, such as the design tip speed ratio and

the li� distribution of the reference turbine in a controllable wind tunnel environment. Within the ex-

periments, an operational strategy that corresponds to a time scaling of 40/1 compared to the 5-MW

reference turbine was chosen. MoWiTO has individual pitch capabilities and features strain gauges to

measure blade-flap-wise moments, torque, and tower bending moments. A more detailed description

of the MoWiTO design is given in [39, 40]. The controller only uses the measurement of the generator

speed ω. The collective pitch angle β and generator torque T are governed by the controller.

In the following subsection, we show the derivation of suitable linearized wind turbine models for

control design. The models are subsequently interconnected to obtain a nonlinear system. While

addressing some specific aspects of the MoWiTO, the treatment of the rotational dynamics shown

here is a general approach for wind turbine control. Thus, it can be equivalently applied to other

turbines and additionally modeled states [11].

4.2.2 Linearized wind-turbine model

A FAST configuration [41] of the aerodynamic properties of MoWiTO serves as a basis for the con-

trol design. A simulation analysis is performed to identify the inputs of the generator torque T0i and

collective pitch angle β0i resulting in a stationary model behavior in di�erent chosen constant wind

speeds at the desired power output. The operating points considered (Figure 4.2) constitute an ex-

tended range, allowing for power tracking operation compared to the commonly evaluated nominal

operating trajectory of wind turbines.

A linearization analysis of the rotational dynamics ẋ = f(x, u, d) is conducted in a stationary opera-

tion using the linearization capability of FAST [41]. This yields the following linear model at the ith
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Figure 4.1: Model Wind Turbine Oldenburg (MoWiTO) with a rotor diameter of 1.8 m operated in the
WindLab at ForWind Oldenburg.

operating point, determined by the locations x0i, u0i, d0i in the operating range (Figure 4.2)

ẋ = f(x0i, u0i, d0i)︸ ︷︷ ︸
=0

+
∂f(x0i, u0i, d0i)

∂x︸ ︷︷ ︸
Ai

(x− x0i)

+

[
∂f(x0i, u0i, d0i)

∂u1

∂f(x0i, u0i, d0i)

∂u2

]

︸ ︷︷ ︸
Bi

(u− u0i) +
∂f(x0i, u0i, d0i)

∂d︸ ︷︷ ︸
Bdi

(d− d0i)
, (4.1)

where x = ω represents the turbine’s rotational speed, u = [u1 u2]T = [T β]T is the system input

composed of generator torque T and pitch angle β, and the e�ective wind speed is treated as the

disturbance d = v. The model describes the rotational dynamics of the turbine at the ith stationary

operating point using the state, input, and disturbance matrices Ai, Bi, and Bdi, respectively.
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4.2.3 Takagi-Sugeno-based wind-turbine model

By defining the PV z = [v ∆p]T as the wind speed v and an externally adjustable power tracking

signal ∆p, the operational changes that alter the dynamics and stationary points can be embedded

in the TS description. Based on the current state of the PV, the contribution of each submodel to the

overall nonlinear dynamics is convexly assigned [37].

The PV is used for calculating the triangular weighting functions wl,j(zj)

wl,j(zj) =





zj−z0(l−1)
j

z0l
j −z

0(l−1)
j

if z0(l−1)
j < zj ≤ z0l

j

1− zj−z0l
j

z
0(l+1)
j −z0l

j

if z0l
j < zj ≤ z0(l+1)

j

0 else

, (4.2)

where z0l
j is the value of the jth PV at the lth linearization point in the operating range. The weighting

functions for individual PVs and their distribution result from the choice of linearization points (Figure

4.4). Owing to the construction in (4.2), the weighting functions satisfy the convex sum property

lj,max∑

l=1

wl,j(zj) = 1 , 0 ≤ wl,j(zj) ≤ 1 , (4.3)

where lj,max denotes the number of operating points for each PV, which is chosen here as l1,max = 50

and l2,max = 4 for v and ∆p (Figure 4.4 (a) and (b)). Based on the individual weighting of the PV, the

Figure 4.2: MoWiTO power operating range as a function of the wind speed. The nominal operating
scenario, i.e., optimization below rated power and limitation to rated power for wind speeds above, is
shown along with the extended operating range covered by the proposed TS control strategy.
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Figure 4.3: Inputs of the MoWiTO model inducing stationary behavior at the linearization points
shown in Figure 4.2. (a) normalized generator torque (b) collective pitch angle

Figure 4.4: Triangular weighting functions of the premise variables z = [v ∆p]T based on (4.2). The
active weighting functions for a sample operating point of z = [6.64 m/s .4] are highlighted.

membership functions for blending the linear submodels are expressed as

N∑

i=1

hi(z) =
2∏

j=1

lj,max∑

l=1

wl,j(zj) , (4.4)

which for a two-dimensional premise vector using triangular weighting results in the pyramid-shaped

membership functions (Figure 4.5). The membership functions hi(z) assign the contribution of a linear

submodel to the overall nonlinear dynamics depending on the current PVs z, and satisfy the convex

property given for the weighting functions in (4.3). The individual number of operating points of the

PVs determines the number of submodels in the TS model, which gives N =
∏2
j=1 lj,max = 200 in

this case.

Using the membership functions and linearized models, the rotational dynamics of the wind turbine
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Figure 4.5: Subset of the membership functions hi(v,∆p) resulting from triangular weighting func-
tions for two premise variables within a subregion of the operating range. The circles indicate the
linearization points corresponding to Figure 4.2. The active membership functions for a sample oper-
ating point of z = [6.64 m/s 0.4] are highlighted.

in a convex TS form is given as

ẋ =
N∑

i=1

hi(z)
[
Ai(x− x0i) +Bi(u− u0i) +Bdi(d− d0i)

]
. (4.5)

4.3 Control design

The proposed control law comprises a feedback uFB and feedforward uFF component in the system

input

u = −
N∑

k=1

hk(ẑ)Kk(x̂− x0k)

︸ ︷︷ ︸
uFB

+
N∑

k=1

hk(ẑ) u0k

︸ ︷︷ ︸
uFF

. (4.6)

It follows the TS structure using membership functions in the control input calculated based on the

estimated wind speed v̂, denoted as hk(ẑ). This constitutes a general nonlinear observer-based con-

trol problem, where the separation principle is formally not applicable. To obtain a certain degree of

freedom in shaping a desired closed-loop behavior, we chose a two-step design approach. First, control

and observer feedback gains are calculated on the basis of LMI stability conditions assuming measur-

able PVs, as discussed in Sections 4.3.1 and 4.3.2. The second step is a closed-loop proof of stability

consisting of all possible e�ects shown in the model, including PV and state estimation, and feedback

from the estimated states (Section 4.3.3).
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4.3.1 Feedback design

A quadratic Lyapunov function approach is used, i.e., V (x) = xTX−1x, where X = XT � 0 de-

notes a symmetric positive definite matrix to be determined by the LMI solver. The stability condition

V̇ (x) = ẋTX−1x+ xX−1ẋ ≺ 0 can be used to derive the following LMI constraints [42]:

XAT
i +AiX−MT

i B
T
i −BiMi ≺ 0

XAT
i +AiX + XAT

k +AkX

−MT
k B

T
i −BiMk −MT

i B
T
k −BkMi ≺ 0

∀ i, k = 1...N, k > i

(4.7)

where the desired feedback gainsKk in (4.6) are captured inMk = KkX to be determined by the LMI

solver. To restrict the closed-loop pole location to a region between αminC and αmaxC in the complex

plane in terms of the decay rate, the following constraints are used:

XAT
i +AiX−MT

k B
T
i −BiMk ≺ −2αminCX

XAT
i +AiX−MT

k B
T
i −BiMk � −2αmaxCX

. (4.8)

To reduce the actuator activity, the design variable Mk is optimized in terms of its Euclidean norm

MT
k Mk ≺ γIn×n. The number of states and inputs is denoted as n and m, respectively, and the

optimization is conducted using the following LMIs:

min(γ) subject to

[
−γIn×n MT

j

Mj −Im×m

]
≺ 0 . (4.9)

4.3.2 Observer & feedforward design

For wind speed estimation based on a disturbance observer, an augmented system description is de-

fined as χ = [x v]T, which captures the unmeasurable wind speed as a system state. The artificial

wind dynamics v is assigned as a first-order transfer function with a time constant of τ = 4 s. As a

result, an observer in TS form [31, 11]

˙̂χ =

N∑

l=1

hl(ẑ)
[
Al(χ̂− χ0l) + Bl(u− u0l) + LlC(χ− χ̂)

]
(4.10)
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is constructed, where N pairs (Al , C) are observable. The disturbance matrices Bdl in (4.1) are used

to describe the augmented state space, i.e., Al =

[
Al Bdl

0 −1/τ

]
and Bl = [Bl 0]T. As the rotational

speed is the only system output, C = [1 0].

Assigning a quadratic Lyapunov candidate function to the error dynamics ε̇ = χ̇− ˙̂χ, i.e., V (ε) = εTPε

with P = PT � 0, the following stability constraints can be derived [42, 43]

AT
l P + PAl − CTNT

l −NlC ≺ −2αminOP

AT
l P + PAl − CTNT

l −NlC � −2αmaxOP
, (4.11)

where αminO and αmaxO represent the minimum and maximum desired decay rate assigned to the

error dynamics. The observer gains in (4.10) are then given by Ll = P−1Nl.

Augmenting the wind-turbine dynamics yields complex-valued poles, which may excite oscillations

in the turbine structure. Thus, the observer design uses additional LMIs, constraining the closed-

loop dynamics to exhibit a guaranteed damping ratio D. From calculation of the conic sector angle

θ = arccos(D) (Figure 4.8), in terms of LMIs, this can be formulated as [44, 11]

[
sin(θ)(H1) cos(θ)(H2)

cos(θ)(HT
2 ) sin(θ)(H1)

]
≺ 0 (4.12)

with the definitions

H1 = PAl −NlC +AT
l P − CTNT

l

H2 = PAl −NlC − AT
l P + CTNT

l

.

4.3.3 Proof of stability

The previously discussed LMIs for controller and observer design consider stability guarantees for

problems, where PV z is measurable, and consequently, the separation principle holds [37]. As the

wind speed is an unmeasurable disturbance, this property is violated for the considered control task.

However, LMI conditions that verify stability for previously synthesized gainsKk andLl can be formu-

lated. In the integrated description of state and observer error dynamics, the membership functions

of the real PVs are distinguished from the estimated values, i.e., hi(z) 6= hi(ẑ).
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The notation used denotes the multiplication of membership functions as

N∑

i=1

hi(x)

N∑

l=1

hl(y) =

N∑

il

hil(x, y)

N∑

i=1

hi(x)
N∑

l=1

hl(y)
N∑

k=1

hk(z) =
N∑

ilk

hilk(x, y, z)

,

whereas the di�erence terms that occur are given by ∆Z0xy = Z0x−Z0y . The combination of submod-

els in the design procedure depends on the possibility of two submodels being active simultaneously,

which is denoted as ∀ i, j = 1, ..., N such that hihj 6= 0 (a more detailed explanation is available in

[42]).

The basic model for stability analysis is provided by the augmented system

χ̇ =
N∑

i=1

hi(z)
[
Ai(χ− χ0i) + Bi(u− u0i)

]
, (4.13)

where the state Ai and input Bi matrices correspond to the definitions in (4.10). As stability is evalu-

ated in this augmented form, a correction of the control input following

u = −
N∑

k=1

hk(ẑ)Kk[In 0n×1]︸ ︷︷ ︸
Kk

(χ̂− χ0k) +

N∑

k=1

hk(ẑ) u0k (4.14)

is defined. The introduction of Kk accounts for the exclusion of the estimated wind state v̂ from the

controller feedback.

Substituting (4.14) in (4.13), the closed-loop system dynamics are

χ̇ =

N∑

ik

hik(z, ẑ)
[
(Ai − BiKk)χ+ BiKkε

−(Aiχ0i − BiKkχ0k) + Bi(u0k − u0i)
]

(4.15)

and inserting (4.14) into (4.10), the observer dynamics driven by the input is

˙̂χ =

N∑

lk

hlk(ẑ, ẑ)
[
(Al − BlKk)χ̂+ LlCε

−Alχ0l + Bl(Kkχ0k + u0k − u0l)
]

. (4.16)
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The estimation error dynamics ε = χ− χ̂ with respect to (4.15) and (4.16) are derived as

ε̇ =

N∑

ilk

hilk(z, ẑ, ẑ)
[
(Ai − LlC + ∆Ali −∆BliKk)ε

+ (∆Ail −∆BilKk)χ+ ∆Bil(Kkχ0k + u0k)

+ (Alχ0l + Blu0l)− (Aiχ0i + Biu0i)
]

. (4.17)

Using (4.15) and (4.17), an integrated closed-loop observer-based system model ξ = [χ ε]T is formu-

lated as

ξ̇ =

N∑

ilk

hilk(z, ẑ, ẑ)
[
Ailkξ + dilk

]
(4.18)

where the state space matrices are given by

Ailk =

[
Ai − BiKk BiKk

∆Ail −∆BilKk Ai − LlC + ∆Ali −∆BliKk

]

and the a�ine terms are denoted as

dilk =

[
−(Aiχ0i − BiKkχ0k) + Bi∆u0ki

(Alχ0l + Blu0l)− (Aiχ0i + Biu0i) + ∆Bil(Kkχ0k + u0k)

]
.

The a�ine terms characterize two aspects. They consist of two terms, Bi∆u0ki and

(Alχ0l − Blu0l)− (Aiχ0i − Biu0i) + ∆Bil(Kkχ0k + u0k), which would vanish for ẑ → z, i.e., when

the wind speed estimation error decays. Additionally, −(Aiχ0i − BiKkχ0k) represents the defined

trajectories of the states within the operating range.

System (4.18) can be rewri�en with respect to the TS description properties to give [42]

ξ̇ =

N∑

il,k=l

hil,k=l(z, ẑ, ẑ)
[
Aillξ + dill

]

+
N∑

il,k<l

hil,k<l(z, ẑ, ẑ)
[
(Ailk +Aikl)ξ + dilk + dikl

]
. (4.19)

Assigning a quadratic Lyapunov function V (χ) = ξTPξ with P = PT � 0 for the integrated observer
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and feedback closed-loop system (4.19), the following LMI stability constraints are derived [37]

AT
illP + PAill ≺ 0

(Ailk +Aikl)TP + P(Ailk +Aikl) ≺ 0

∀ i, l, k < l s.t. hihlhk 6= 0

. (4.20)

A global (within the defined operating range of the TS model) proof of stability is obtained by finding

a solution including all combinations of i, l, and k contained in (4.20). However, the knowledge of the

TS construction, along with an assumption on the PV error ej = zj − ẑj can be used to reduce the

number of necessary LMIs.

Recalling that i is governed by the unmeasurable PV zj , whereas l and k are determined by the esti-

mated PV ẑj , we can construct the possible simultaneous occurrences in operation based on the PV

error as this activates di�erent weighting functions wl,j(zj) 6= wl,j(ẑj). This is conducted by consid-

ering all weighting functions, where

wl,j(ẑj) 6= 0, ∀ ẑj ∈ {z0l
j − ej ≤ ẑj ≤ z0l

j + ej} (4.21)

holds. This induces the necessary combinations of i, l, and k for which

hi(z)hl(ẑ)hk(ẑ) 6= 0 (4.22)

possibly holds due to the estimation error. Together with the LMIs expressed in (4.20), these condi-

tions constitute basic stability constraints and obtaining a solution proves closed-loop stability of the

observer-based control with unmeasurable PV in a restricted operating region. For the considered

turbine control task, this is shown in Figures 4.9 and 4.10. This approach for reducing the number

of constraining LMIs applies for TS systems where naturally not all submodels are simultaneously

active, i.e., TS models derived by interconnecting locally linearized models. It can be simultaneously

used for all unmeasurable variables in the premise space. Thus, an intuitive approach for reducing

conservativeness at the cost of restricting the domain of validity to a subspace within the considered

operational range is given.

4.3.4 Application of LMI design constraints

The synthesis of the feedback gains Kk and Ll assumes measurable PVs, i.e., an individual design of

feedback and observer is conducted. If triangular membership functions are constructed to intercon-

nect the submodels as in (4.2), for measurable PVs, only adjacent submodels can be simultaneously
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active. An example of the resulting combination of submodels within the Lyapunov function-based

constraints is depicted in Figure 4.6. The overall design follows a wind-turbine application-specific

conception, which is briefly discussed next.

Figure 4.6: Combination of linear submodels in the feedback design for possibly simultaneous active
submodels depending on the location in the operating range, i.e., hihj 6= 0. The considered submodels
in the control design of the i=110th feedback gain Ki are highlighted.

Depending on the feedback design for either the generator torque or pitch angle, a di�erent input

matrix is used to set up the corresponding LMIs, which can be flexibly altered to account for the

changing feedback actuator depending on the current operating point. If a feedback gain for the

generator torque is designed, the input matrix is composed of the rotation’s sensitivity to changes in

the generator torque, such thatBi = ∂f(x0i,u0i,d0i)
∂T . On the other hand, if feedback gains for the pitch

actuator are sought, the input matrices in the LMIs are given by Bi = ∂f(x0i,u0i,d0i)
∂β . A�er the design,

the obtained feedback gains are arranged into the general feedback structure Kk corresponding to

the defined input as u = [T β]T.

Base control design First, desired rotational closed-loop dynamics are assigned, where the gen-

erator torque is used to track the optimal tip speed ratio below the rated power. The choice of the

linearization points in Figure 4.2 encodes this nominal operating trajectory in the design model. Ro-

tor speed feedback is provided by the pitch in all other operating points, i.e., above-rated wind speed

and when power tracking operation is demanded with ∆p > 0. A common Lyapunov function for

the entire operating range is assigned, yielding N gains Kk. Therefore, each gain Mk is set to ful-

fill the stability constraints (4.7) for its adjacent dynamics and the performance constraints (4.8) for

i = k, while jointly optimized for (4.9). The design parameters of the LMIs in (4.8) are chosen as

αminC = 2 s−1 and αmaxC = 8 s−1 (Figure 4.7 (b)).
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Add torque feedback for pitch regulated regions To provide some damping to the drive-train

in the absence of a corresponding model, minor feedback on the generator torque from the rotational

speed is assigned to the operating points that up to this point only feature pitch actuation. This is

performed using (4.8) and optimized by (4.9) while embedded in a common Lyapunov function for

all considered operating points. The resulting gains are integrated into Kk resulting in slight torque

actuation when deviating from nominal rotational speed. It is important to restrict the generator

torque activity in those operating points to avoid unintended power oscillations. Thus, the location of

the closed-loop eigenvalues λi respecting the feedback gains from the previous step is used to assign a

desired minimum decay rate. Therefore, in the ith operating point for LMIs (4.8), the desired minimum

decay rate is defined as αminC = abs(Re(λi)) + 0.1 s−1. This step results in a slight relocation of

the closed-loop eigenvalues due to additional torque feedback for operating points with eigenvalues

located further le� in the complex plane (Figure 4.7 (c)). The operating points where the generator

torque performs optimal tip speed tracking remain unchanged and close to the desired minimum

decay rate of αminC = 2 s−1 from the previous step.

Figure 4.7: Comparison of pole locations in the complex plane before and a�er feedback gain design.
(a) open-loop pole locations (b) closed-loop pole locations a�er base control design (c) closed-loop pole
locations a�er adding torque feedback.

Observer synthesis LMIs (4.11) and (4.12) with design parameters αminO = 10 s−1,

αmaxO = 20 s−1 and D = 0.9 are used to embed the entire operating space in a common Lyapunov

function yieldingN gainsLl in (4.10). Some closed-loop observer poles that result from the LMI solver
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violate the imposed region constraints far in the le� half of the complex plane, resulting in slightly

di�erent dynamics than imposed (Figure 4.8). However, as the poles are located in the le� half of the

complex plane and share a common Lyapunov function that satisfies the basic stability constraints

AT
l P + PAl − CTNT

l −NlC ≺ 0, the observer design yields stable estimation error dynamics.

Figure 4.8: Comparison of the pole locations in the complex plane before and a�er observer gain
design. (a) open-loop augmented model and (b) closed-loop estimation error dynamics

Proof of stability The overall combined observer-based control strategy is formally evaluated for

stability using the LMI-constraints (4.20) for all combinations i, l and k induced by the PV estima-

tion error, which, in this case, represents the wind speed. Se�ing up the LMI solver to search for

P = PT � 0 constrained by (4.20) and using the previously synthesized gains Kk and Ll, a well-

conditioned solution for the assumption of |ev| = |v − v̂| ≤ 1.5 m/s is obtained. The corresponding

possibly active weighting functions define the induced combinations of submodels within the design

(Figures 4.9 and 4.10). The computational burden connected to the applied proof of stability is reflected

by the solver time. While a solution to the LMIs for ev = 0 m/s is obtained within approximately 30 s,

the solver time increases up to approximately 20 h when providing a proof of stability up to an esti-

mation error of |ev| ≤ 1.5 m/s. For a greater assumption on the estimation error, the LMI solver yields

no well-conditioned solution.
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Figure 4.9: Possibly simultaneous active weighting functions due to a wind speed estimation error of
1.5 m/s. The possibly active weighting functions for the l = 28th operating point are highlighted.

Figure 4.10: Combination of linear submodels in the control design for possibly simultaneous active
submodels due to a wind speed estimation error, i.e., hihj 6= 0 within the operating range. The
combined submodels in the proof of stability for the i=110th submodel are highlighted for a wind
speed estimation error of 1.5 m/s.

4.4 Experimental setup

4.4.1 WindLab wind tunnel

The wind tunnel experiments were performed in the WindLab at the ForWind research facility at the

Carl von Ossietzky University of Oldenburg. The wind tunnel has a cross-section of 3 × 3 m2 and a

test section length of 30 m. In addition to producing constant inflow, an active grid in the setup can

generate customized, reproducible inflow conditions [45]. The active grid [46] is designed a�er Makita

[47, 48] producing di�erent flows, from single velocity steps and gusts to atmospheric-like turbulence

driven by stochastic processes, and can be tailored for turbine testing [49]. Thus, the interaction of

the turbulent wind resource and closed-loop turbine dynamics can be reproduced. This allows for an

e�icient comparison of control performance at typical operating conditions faced by turbines during

the lifetime, where field testing and comparison of controllers involve longer-term data collection due

to uncontrollable inflow in a natural environment [50, 40].
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Hot-wire measurements placed 1.5 diameters in front of MoWiTO are used to evaluate the wind speed

estimation performance. Thus, the assumption on the maximum occurring estimation error used in

the stability considerations can be evaluated experimentally.

4.4.2 Power tracking operation

The desired power output in reality depends on the frequency evolution of the electrical grid or a

higher-level logic, e.g., a wind farm controller. Here, an artificial power tracking signal is used. Defined

as sinusoidal variations, the power tracking signal is used as a PV in the TS method, and therefore, it

inherently enforces the desired power output of the turbine in operation. The reproducibility of the

WindLab setup allows for investigating the turbine behavior with (almost) identical wind excitation

impacted by di�erent power variation scenarios. For this purpose, two test signals are evaluated during

the measurements. The scenarios are configured as

∆p1(t) = 0.375 sin(2π s−1t) + 0.375

and

∆p2(t) = 0.25 sin(2π4 s−1t) + 0.25

which results in maximum power gradients of the turbine in operation of max(d∆p1

dt ) = 2.35 s−1 and

max(d∆p2

dt ) = 6.28 s−1. This means that MoWiTO would vary its power output with a maximum

gradient of 235% s−1 and 628% s−1, corresponding to gradients of 5.8% s−1 and 15.7% s−1, respec-

tively, for the modeled NREL 5-MW turbine when considering the time scaling of 40/1 for MoWiTO in

the chosen configuration. At the lower frequency at ∆p1, the power is reduced to a minimum of 25%,

whereas, at ∆p2 a reduction to 50% is demanded.

4.5 Measurement results

4.5.1 Wind ramps

To derive an impression of the stationary behavior in the wind speed range of 4-9 m/s, di�erent sta-

tionary operating points are generated. Figure 4.11 shows the wind speed measurement and the es-

timated wind speed. The estimation follows the inflow sequence while showing a relatively constant

o�set. The wind speed is underestimated compared to the measurement. At lower wind speeds, the

estimation at power tracking ∆p1(t) and ∆p2(t) slightly oscillates at the corresponding frequency

while the reconstruction is identical to nominal operation at ∆p = 0 at higher speeds.
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Figure 4.11: Wind ramps performed by the active grid and assessed by hot-wire measurement. The
wind speed reconstruction at nominal operation with ∆p = 0 is compared to the results at power
tracking operation in scenarios ∆p1(t) and ∆p2(t).

Figure 4.12: Power production at a constant wind of MoWiTO at nominal operation ∆p = 0 compared
to operation at power tracking scenarios ∆p1(t) and ∆p2(t). The evolution of the power demand for
∆p1(t) and ∆p2(t) are depicted to assess the tracking accuracy.

The variation of the power tracking signal used within the PVs adjusts generator torque and pitch

angle while tracking constant rotational speed, causing the transition to the altered power output.

Figure 4.12 shows the operation in stationary inflow at 6.8 m/s above rated wind speed. The turbine

operates at the rated power for ∆p = 0, whereas the power output follows the tracking signals ∆p1(t)

and ∆p2(t) and exhibits the desired sinusoidal variation. A constant phase shi� from the demand to

the power output is visible in both tracking scenarios. The evaluation of the cross-correlation of the

demand and actual power output yields a delay of 0.04 s for ∆p1(t) and 0.03 s for ∆p2(t).
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Figure 4.13: Operating gust profile executed by the active grid and assessed by hot-wire measurement.
The wind speed reconstruction at nominal operation with ∆p = 0 is compared to the results at power
tracking operation in scenarios ∆p1(t) and ∆p2(t).

4.5.2 Operating gust

Figure 4.13 shows the operating gust profile, which shows a decline in wind speed before a rapid rise.

A constant estimation o�set, as experienced previously, is observed. Furthermore, the wind speed

reconstruction is delayed compared to the measured wind sequence. This delay is uniform in the

three scenarios, where an evaluation of the cross-correlation gives 0.2 s.

The gust is located close to the crucial operating point, where the conceptual change from optimal tip

speed ratio tracking to the limitation of the power output is conducted, causing the decreases in the

power output (Figure 4.14). At lower wind speeds in this sequence, the power overshoots its desired

value, especially at high frequency power tracking ∆p2(t). The power demand at tracking operation

is calculated from ∆p for the two scenarios and the currently estimated wind speed v̂. A phase shi�

in power tracking is observable in Figure 4.14, which was evaluated by cross-correlation to be 0.04 s

for ∆p1(t) and 0.03 s for ∆p2(t).

4.5.3 Turbulent inflow

Finally, the operation in turbulent wind conditions generated by the active grid [46] is evaluated.

Figure 4.15 shows the wind sequence. The previously determined o�set in wind speed reconstruction

is also observed, where the observer underestimates the current e�ective wind speed. Contrary to

the stationary inflow conditions, only a small di�erence in the wind speed estimation is observed for

the di�erent power tracking scenarios. A delay of 0.2 s from the reconstructed wind speed to the

measurement was found from the evaluation of the cross-correlation, matching the previous results.
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Figure 4.14: Power production of the MoWiTO during the operating gust at the nominal operation
∆p = 0 compared to operation at power tracking scenarios ∆p1(t) and ∆p2(t). The evolution of the
power demand for ∆p1(t) and ∆p2(t) are shown to assess the tracking accuracy.

Figure 4.15: Turbulent wind speed generated by the active grid estimated by hot-wire measurements.
The wind speed reconstruction at nominal operation with ∆p = 0 is compared to the results at power
tracking operation in scenarios ∆p1(t) and ∆p2(t).

Despite being continuously carried out of the operating point by the turbulent inflow, the controller

enforces the power output demanded by the tracking scenarios by following the operating points

defined in the design model (Figure 4.16). As observed previously, the delay of the power to its demand

is 0.04 s for ∆p1(t) and 0.03 s for ∆p2(t).

To assess the e�ects of power tracking operation on the mechanical MoWiTO structure, a frequency

analysis of the load signals is performed (Figure 4.17). The power variation propagates into all con-

sidered components of the turbine and results in additional loading. The excitation depends on the

considered components and the form of the tracking signal. The rotational speed is more sensitive to

the excitation at ∆p1(t) (Figure 4.17 (a)). On the other hand, the tower base moment in the fore-a�

direction shows greater loading for the higher frequency at ∆p2(t) (Figure 4.17 (b)). This aligns with
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Figure 4.16: Power production at turbulent inflow of the MoWiTO at nominal operation ∆p = 0 com-
pared to operation at power tracking ∆p1(t) and ∆p2(t). The evolution of the power demand for
∆p1(t) and ∆p2(t) are shown to assess the tracking accuracy.

the load spectrum of the tower side-to-side motion (Figure 4.17 (c)), where no additional loading for

the lower frequency at ∆p1(t) is observed, whereas power tracking at ∆p2(t) a�ects the experienced

side-to-side tower loading. Figure 4.17 (d) shows that both tracking scenarios a�ect the flapwise blade

loading equally.

4.5.4 Wind speed estimation error

The proof of stability is valid up to an estimation error ev = ±1.5 m/s. This assumption can be

evaluated by calculating the di�erence between the hot-wire measurement and the estimated wind

speed at the di�erent operating conditions.

For the wind ramps (Figures 4.11 and 4.18 (a)), small fluctuations in the estimation error at the power

tracking frequency can be observed. This oscillation exhibits greater magnitudes in ∆p1(t) compared

to ∆p2(t), indicating the power reduction is dominant rather than the power tracking frequency. This

e�ect is overshadowed by changes caused by the variable inflow in the other scenarios (Figure 4.18

(b) and (c)).

Figure 4.18 (a)–(c) and Table 4.1 show the o�set that is observed at all inflow conditions that were

considered. Figure 4.18 (a) shows that for the entire wind operating range considered, the o�set slightly

varies, depending on the mean wind speed, and increases at higher wind speeds. Furthermore, the

wind speed estimation is insensitive to the slow inflow variation during the wind ramps, where only

small deviations are observed (Figure 4.18 (a)). The basic statistical properties (Table 4.1) show that

mean is dependent on the inflow conditions, where an increase in turbulence is observed.
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Figure 4.17: Frequency spectrum of the wind turbine’s rotational speed at nominal power production
∆p = 0 compared to operation at power tracking scenarios ∆p1(t) and ∆p2(t) in turbulent inflow
conditions. Subplots: (a) rotor speed (b) tower base fore-a� moment (c) tower base side-to-side mo-
ment (d) flapwise moment experienced by the first rotor blade.

For gusts and turbulence (Figure 4.18 (b) and (c)), in addition to the o�set, the estimation error varies

due to inflow transients. The estimation error decays subsequently due to the observer dynamics,

but the variance depends on the excitation characteristics (Table 4.1). The estimation error shows

increasing variances at turbulence and a greater power reduction at ∆p1(t) compared to that at higher

frequencies at ∆p2(t). During transients, the estimation error temporarily exceeds the assumption

used in the stability considerations before converging again toward the o�set value. In both gust

and turbulent operations, an evaluation of the cross-correlation of the measured and estimated wind

speeds shows a time delay of approximately 0.2 s, indicating that the same e�ect is responsible for the

temporary estimation error increase.

4.6 Discussion

4.6.1 Wind speed estimation accuracy

Only rotational speed was measured during the experiments. The observer dynamics force the ob-

server state to the measured trajectory (Figure 4.19). The rotational speed of the observer follows the

measurement, and the unavoidable model mismatch condenses in the wind speed estimation error.

The FAST code provides a simplified description of the complex energy conversion process in reality.
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Figure 4.18: Wind speed estimation error ev at di�erent inflow conditions and power tracking scenar-
ios. The shi�ed error signal is the mean value of all scenarios, where the reconstructed wind speed is
shi�ed with a delay time of 0.2 s that was identified from the phase shi� of the rotational speed to
changes in the wind speed. The dashed lines reflect an estimation error of ev = ±1.5 m/s that lead to
a feasible solution for the proof of stability. Subplots: (a) wind ramps (b) operating gust (c) turbulent
inflow

Table 4.1: Comparison of mean E[ev] and varianceσ2
ev of the wind speed estimation error ev at di�erent

inflow conditions and power tracking scenarios.

Inflow Scenario E[ev] in m/s σ2
ev in m 2/s2

Wind Ramps

∆p = 0 0.371 0.044

∆p1(t) 0.537 0.036

∆p2(t) 0.432 0.018

Operating Gust

∆p = 0 0.538 0.170

∆p1(t) 0.714 0.232

∆p2(t) 0.733 0.203

Turbulent

∆p = 0 0.460 0.453

∆p1(t) 0.706 0.538

∆p2(t) 0.646 0.520
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Figure 4.19: Rotational speed of the MoWiTO in turbulent inflow conditions corresponding to the
sequence illustrated in Figure 4.15 compared to the evolution of the first observer state representing
the rotational speed for power tracking at ∆p2(t).

The approximation using the simulation code is also identified to result in a loss of wind speed re-

construction accuracy for di�erent estimation approaches when simulation studies are compared to

field test results in [28]. In addition, deriving the TS model by linearization results in a further ap-

proximation of the underlying dynamics captured in FAST. The TS model mismatch on the stationary

operating curves depends on the distribution of the linearized models [51]. Further, the system de-

scription is less accurate when operating the wind turbine in transients, e.g., deviating from the desired

rotational speed (Figure 4.19). The underlying FAST turbine model only incorporates an aerodynami-

cal description of the mounted blades of MoWiTO, whereas essential components, such as drive-train

dynamics or tower motion are neglected. Therefore, not only the dynamical influence of these com-

ponents but also the lack of losses in the model overestimates the power generation e�iciency. This

essentially means the same power production is expected at lower wind speed. It may be the cause of

the observed wind speed estimation o�set.

During inflow transients, the maximum assumed estimation error used in the proof of stability is

temporarily exceeded, but the observer feedback gains force the estimate toward the altered inflow.

By evaluating the cross-correlation during turbulent inflow from the rotational speed response (Figure

4.19) to changes in the wind speed (Figure 4.15), a delay of approximately 0.2 s is identified. This

delay is similar to the cross-correlation between the reconstructed wind speed and its actual value,

indicating that the altered inflow must propagate to the rotational speed before it influences the

observer reconstruction. This inertia-induced e�ect plays a dominant role in the exceedance of the

maximum estimation error during transients.

Figure 4.11 shows a fluctuation in the wind speed estimate at the frequency of power tracking, es-

pecially at lower wind speeds. Comparing the power coe�icient obtained from the FAST model of
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MoWiTO to a measured power coe�icient surface, we observe di�erences from -2% to 6%, especially

in the area around the optimal tip speed ratio enforced at lower wind speeds. This implies that the

FAST model of MoWiTO provides varying e�iciency mismatch in the observer design, which results in

the oscillations at the power tracking frequency. This is also supported by the more dominant oscil-

lation at higher power reduction at ∆p1(t), where the controller moves the turbine further from the

nominal operating point. As the wind speed estimate determines the feedforward component, this

varying model mismatch is also the primary cause for the rotational speed excitation at the power

tracking frequency (Figure 4.17 (a)).

The field test results using di�erent wind speed reconstruction strategies in [28] show varying error

means and variances. The mean values that provide satisfactory performance range from -0.25 m/s

to 0.5 m/s in [28], with variances ranging from 1.3 m2/s2 to 0.5 m2/s2. The performance certainly

depends on di�erent e�ects e.g., the turbulence, but a plain comparison with Table 4.1 shows that the

TS observer yields slightly greater mean values at variances in the lower range of the field test results

in [28]. Although the results are hard to compare as the turbine is not controlled using the estimators,

and due to the scaling of turbine and wind conditions in the wind-tunnel experiments, the results

obtained here agree well with the findings.

The assumption of a maximum wind speed estimation error in the stability investigation narrows the

combination of operational scenarios that are assumed to be encountered. Though experimental val-

idation of the approach provides no guarantee that this bound would not be exceeded, it provides

confidence in the observer to converge toward a steady-state o�set within the domain of stability.

From the experimental investigation, we conclude that the reconstructed wind speed provides use-

ful knowledge for adjusting the feedback gains and feedforward terms to account for the nonlinear

turbine dynamics.

4.6.2 Power tracking performance

The controller enforces adequate power tracking. The produced power (Figures 4.12, 4.14, and 4.16),

however, reveals a time delay in a range of 0.04 s and 0.03 s for tracking scenarios ∆p1(t) and ∆p2(t),

respectively. An investigation of the measured generator torque showed that this delay is caused by

the underlying generator torque control loop.

The power output overshoots during power tracking operation, especially at declining wind speeds

(Figures 4.14 and 4.16). A likely cause for this stems from the dynamic inflow e�ect, which occurs

especially at high tip speed ratios associated with declining wind speeds in the partial-load region.

This corresponds to an aerodynamic e�ect, where the flow field inertia results in an axial induction
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delay until a stable flow is established when transiting from one operating point to another. The

experimental investigation of this e�ect confirms a first-order time constant R/v = 0.15 s at an

inflow of 6.1 m /s and a pitching step of 5.9◦ [52]. Thus, it is located in a crucial time range for the

power tracking scenarios, especially at the higher frequency in ∆p2(t).

Nevertheless, the experimental results build confidence in wind turbines to provide power tracking

capabilities, as also shown in the wind-tunnel campaign in [26]. The power system community studies

the impact of frequency stabilization by wind turbines according to frequency evolution a�er the

occurrence of load imbalance [7, 16]. This incorporates power variation at high dynamic requirements

to provide support in the inertial and primary time range of the electric grid, i.e., in the range of

seconds [53]. The experimental data show the a�ained accuracy in power tracking at fast scales when

operated by an appropriate control strategy, and thus, the capability of wind turbines to supply vital

ancillary services at fast scales.

4.6.3 Loading of the wind turbine structure

Power tracking excites the turbine structure, but the components are not equally impacted. Figure

4.17 (a) shows that the rotor speed is more a�ected at ∆p1(t) than at ∆p2(t). This e�ect may be

mitigated by considering the varying model mismatch described in the discussion of the wind speed

estimation.

The tower fore-a� motion shows the most severe increase in loading (Figure 4.17 (b)), which is con-

sitent with the results for a multi-MW turbine in [11]. There are two main reasons for this. First,

there is a strong coupling of the pitch actuation with the tower fore-a� motion [54]. The tower has a

di�erent deflection for every power operating point due to the varying thrust at varying pitch angles.

This causes a continuous movement of the tower top in the fore-a� direction at the power tracking

frequency. The more changes due to the higher frequency at ∆p2(t) cause greater additional loading

than the fewer changes at a larger magnitude at ∆p1(t). Second, power tracking at a frequency of

4 Hz at ∆p2(t) is closer to the tower eigenfrequency of 5.7 Hz, which is aerodynamically well-damped

in fore-a� direction. As shown in Figure 4.17 (c), this vicinity at ∆p2(t) to the eigenfrequency stimu-

lates the tower side-to-side motion coupled to the generator torque, while experiencing no additional

excitation for ∆p1(t).

The measurement data show an increase in the blade-flap-wise moment (Figure 4.17 (d)). Interestingly,

it is almost the same for both scenarios, regardless of the frequency or magnitude, which may be

caused by the dynamic inflow e�ect. At ∆p1(t), higher deflections are enforced at lower frequencies,

and dynamic inflow causes greater overshoot due to the higher frequency of pitching in ∆p2(t) at
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lower deflections.

The experimental results demonstrate a significant increase in loading due to the power tracking op-

eration. However, the scenarios considered represent artificial signals designed to investigate the pos-

sible dynamics that can be followed. Although the scaled power gradients encountered by MoWiTO

represent relevant time scales for supporting frequency stabilization, the continuous variation en-

forced by the sinusoidal tracking signals is an extreme operation. In reality, power demand changes

at such rates and magnitudes are likely to be assigned at singular events and a limited time follow-

ing e.g., a significant loss of power generation in the electrical grid. The capability to track a power

demand even at low rates provides predictability of wind power for the electrical grid’s planning and

operation.

4.6.4 Applicability and design process

Although the discussed sources of uncertainty are not explicitly considered in the design, the exper-

imental results show that the proposed controller is su�iciently robust. A�er implementing a dis-

cretized version of the observer in (4.10) with a sampling time of 10 ms along with the feedback law

in (4.6) in the real-time system, from the first to the last run, the control strategy was not adjusted.

The closed-loop turbine showed stable operation in all inflow scenarios considered. The robustness

to the modeling mismatch during the experiments is based on a proper definition of the closed-loop

system dynamics for both the feedback and observer design. In preparation for the experiment, these

dynamics were evaluated by simulations using the MoWiTO FAST model and used, subsequently, in

the experiments without any further adjustments.

All discussed measurement results are based on the design specifications given in Section 4.3. In

the measurement campaign, the same control approach was tested for di�erent design specifications

posed to exhibit a slower closed-loop behavior. This controller also performed stably in all considered

operating conditions with slightly greater wind speed estimation errors due to the less aggressive

dynamical behavior. This shows the flexibility of the LMI-based design to assign desired closed-loop

dynamics.

In the controller and observer design process description, the connection of linear submodels and

the influence on the proof of stability’s conservativeness is discussed. Although we have thoroughly

conducted and used the presented design process for experimental validation, the downstream sta-

bility considerations might exceed the reasonable e�ort necessary for e�icient engineering processes

from an industrial perspective. This especially holds for multiple-input, multiple-output control de-

sign tasks that include several load mitigating feedback loops [11], where the complexity for the LMI
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solver due to the increased dimension rises. The evaluated stability guarantees, as usually, hold for

the e�ects covered in the model only, for example, it is assumed that the wind dynamics follow the

imposed first-order transfer function while in reality, turbulence shows non-Gaussian statistical prop-

erties across several time scales [55]. As a pragmatic approach for the complex wind turbine control

design, based on simulation studies, it was found that a connection of adjacent linear submodels in

N common Lyapunov functions, one for each linear submodel with respect to its adjacent submodels,

allows for an e�ective control design for the multivariate dynamics. Although this formally does not

provide global stability guarantees comparable to conventional gain-scheduled PI control approaches,

the resulting control design is highly e�icient in posing well-defined closed-loop responses in a wide

operating range and adaption to di�erent turbine models at a low computational e�ort.

4.7 Conclusion

The wind tunnel measurement results show the capability of the observer-based control approach to

enforce an appropriate wind turbine behavior for a large operational range. The proposed framework

comprises power optimization using the generator torque in partial-load operation and limitation of

the power output to its rated value in the full load region by pitching the blades. This actuator change

is inherited in the control design model. Further, the scalability of the approach allows for a convenient

introduction of an enlarged operating region compared to the nominal power trajectory to provide a

variable power output vital for supporting electrical grid stabilization. The measurement data show

that the power output can be adjusted at a fast scale using an appropriate control algorithm, but also

indicates the additional loading resulting from this functionality.

In deriving the control algorithm, proof of stability for TS systems is used, incorporating unknown

wind speed estimation as an unmeasurable premise variable. We discussed how an assumption of

the maximum estimation error reduces the conservativeness of the LMI constraints. This results in

a feasible solution, which is evaluated in the wind tunnel campaign. Despite short violations of this

assumption at highly dynamic inflow changes, the measurement data provide confidence in applying

the observer to adjust the feedforward term and feedback gains based on the estimated wind speed.

The turbine exhibited a stable operating behavior in all considered scenarios evaluated in the wind

tunnel campaign, including wind ramps, operating gusts, and turbulent inflow, while smoothly fol-

lowing the power demand. This shows the usefulness of the proposed approach in enforcing a desired

dynamic behavior by appropriate LMI constraints in the control and observer design. The robustness

of the model-based strategy to uncertainties and unmodeled dynamics is demonstrated in the experi-

mental setup, and therefore, it builds confidence in applying model-based approaches for current and
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future challenges arising in the control of wind turbines.
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Abstract

In the light of an increasing share in the electrical grid, wind turbines must be enabled to provide grid

stabilizing behavior. This can be achieved by a variation of the turbine’s power output depending on

the current state of the electrical grid. However, changes of power output excite oscillations in the

turbine structure. To reduce the loading caused by the considered frequency droop scheme, in this

paper a nonlinear model-based filter design in a Takagi-Sugeno structure is proposed. The design uses

Lyapunov function-based linear matrix inequalities for deriving the necessary feedback gains of the

filter. The results are obtained for NREL’s 5 MW reference turbine. By connecting FAST to an analytic

power system model, we study the e�ects on turbine loading as a result of frequency stabilization

in case of a load imbalance. The proposed filter is designed and implemented to reduce the damage

equivalent load of the tower fore-a� motion, and its influence on the frequency trajectory is studied.
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5.1 Introduction

The increasing share in the energy generation mix necessitates the provision of ancillary services such

as active power control (APC) for grid stabilization from wind turbines[1]. An imbalance of load and

generation in the electrical grid results in a frequency deviation, which needs to be coped by appro-

priate control mechanisms to ensure a stable operation of the electrical power system. While these

services are typically designed to act at di�erent timescale, these functionalities involve a variation of

the turbine’s power output depending on the current state of the electrical grid. Several works have

discussed turbines capability to provide APC, e.g., [1, 2, 3, 4, 5, 6], and provide promising results with

regard to the replacement of conventional power plants in the electrical grid. In [1, 3, 4] the authors

discuss the possibility to provide frequency control by equipping the wind turbine with a droop con-

trol scheme. By adjusting the power output of the turbine based on the current deviation of the grid

frequency, the capability of wind turbines to provide frequency stabilization is shown. Despite being

valuable contributions for the power system perspective, the wind turbine’s mechanical components

and the corresponding control interaction is usually portrayed as simple models involving stationary

power curves [1, 2, 3, 4, 5]. Thus, consequences for the loading of the turbine are usually neglected,

but are known to be vital for the turbine’s lifetime [7], especially if power variation is conducted [6, 8].

A variation of the turbine’s power output necessarily excites oscillations in the turbine structure. Es-

pecially, the strong coupling of the tower fore-a� motion to actuation by pitch [7] represents a cause

of additional fatigue loading through frequency stabilizing behavior[8]. To reduce the loading caused

by power output feedback to frequency variations, in this contribution a nonlinear model-based filter

design in a Takagi-Sugeno structure is discussed. The design uses Lyapunov functions based on linear

matrix inequalities for deriving the necessary feedback gains of the nonlinear filter. For this purpose,

the filter design is reformulated as feedback control design with respect to a tower model. The de-

ployed linear matrix inequalities enforce a desired damping on the tower motion by design, such that

load reduction in operation can be achieved.

The results are obtained for NREL’s 5 MW reference turbine [9]. By connecting FAST [10] to an analytic

power system model, we study the e�ects of turbine loading as a result from frequency stabilization in

case of a load imbalance. The proposed nonlinear filter is employed to reduce the damage equivalent

load of the tower fore-a� motion. Further, the influence of filter on the frequency trajectory is studied.
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5.2 Modeling

5.2.1 Takagi-Sugeno model framework

Throughout this work, the nonlinear state-space model of the plant, as well as the filter model, are for-

mulated in terms of the Takagi-Sugeno (TS) model structure. TS models provide a useful and uniform

framework for nonlinear controller, observer and filter design. Originally introduced in the context

of fuzzy systems [11], TS models are weighted combinations of linear submodels and can either be

derived from input-output data using system identification techniques [11, 12] or from mathematical

models of nonlinear systems. Methods based on linear matrix inequalities (LMIs) stability constraints

allow for controller and observer design for TS models [13, 14]. The general TS structure of a state-

space model is of the form

ẋ =

Nr∑

i=1

hi(z) (Ai x +Bi u) , y =

Nr∑

i=1

hi(z)Ci x (5.1)

with N linear submodels. Matrices Ai, Bi and Ci of the i-th sub-model have constant coe�icients.

The vector z of premise variables may comprise states, inputs, and external variables. The functions

hi are the membership functions and fulfill the two conditions [15]

N∑

i=1

hi(z) = 1 , (5.2)

0 ≤ hi(z) ≤ 1 (i ∈ {1, . . . , N}) , (5.3)

where (5.2) is the convex sum condition.

In order to obtain the TS structure of a nonlinear model, and provided that a mathematical model is

given, there are essentially two ways to derive the linear TS submodels. The first method is local Taylor

linearization of the nonlinear model aroundN stationary points and subsequent fuzzy-blending of the

linear submodels to a weighted sum according to (5.1). Di�erent types of membership functions can

be defined, including e.g., triangular, trapezoidal, sigmoid, or Gaussian functions [15]. The second

method is the so-called sector nonlinearity approach [16] (and references therein), [17], which yields

an exact representation of the nonlinear model.

In this paper we use the first method, whereby the nonlinear model is not explicitly analytically avail-

able and therefore the linear models are numerically extracted from the FAST model [10] of the wind
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turbine.

5.2.2 Tower model

The basis for modeling of the wind turbine tower dynamics in fore-a� direction xT is provided by N

second-order linearized models of the nonlinear system dynamics ẋT = f(xT , β, v,∆p) in the oper-

ating points |ci := |χT0i,β0i,v0i,∆p0i
. In a TS description, the dynamics with respect to the pitch angle

β, e�ective wind speed v and power tracking signal ∆p is denoted as

χ̇T =
N∑

i=1

hi(z)
(
[

0 1
∂f(xT ,β,v,∆p)

∂xT
|ci ∂f(xT ,β,v,∆p)

∂ẋT
|ci

]

︸ ︷︷ ︸
ATi

·(xT − χT0i) +

[
0

∂f(xT ,β,v,∆p)
∂β |ci

]

︸ ︷︷ ︸
BTi

·(β − β0i)
)

(5.4)

where the partial derivatives that specify the dynamics in the i-th operating point are gained by FAST’s

linearization capability [10].

The system description comprises two premise variables that govern the adjustment to varying dy-

namics in operation, i.e., z = [v ∆p]T. The premise variables span a two dimensional plane, where

the investigated number of the operating point on the v-axis and ∆p-axis are denoted as iv and i∆p

with their maximum number as ivmax = 54 and i∆pmax = 15, respectively. An overview of the consid-

ered operating range by a choice of linearization points, and the corresponding pitch angles inducing

stationary behavior is given in Fig. 5.1.

To portray the dependence of the tower motion on a varying power demand ∆p that results in a

variation of the pitch, the model input is reformulated using κi, which is depicted in Fig. 5.2, as

β − β0i = κi∆p , (5.5)

where the power tracking signal ∆p forms the new input to the system description. The operating

point dependent gain κi is calculated as the mean of the gradients miv ,i∆p depicted in Fig. 5.2 from

power to pitch

κi =





miv ,1 if i∆p = 1

miv ,i∆pmax−1 if i∆p = i∆pmax

(miv ,i∆p−1 +miv ,i∆p)/2 else

(5.6)
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Figure 5.1: Linearization points of the wind turbine depending on the wind speed v and power tracking
signal ∆p. The pitch input values that induce stationary behavior at the given operating points are
denoted as β0.

with i = (1 − iv)i∆pmax + i∆p. As a result, we derive a tower model with the tracking signal ∆p as

input in form

ẋT =

Nr∑

i=1

hi(z)
(
AT i(xT − χT0i) +BT iκi∆p

)
. (5.7)

5.2.3 Grid model

The power system’s frequency is modeled by a dynamic power balance, see e.g., [18, 2, 3, 4, 6], where

a deviation from the electrical synchronous frequency ∆ω = ω−ωs can be characterized by the sum

of the turbine infeed pWT, power system load pL and power in the grid pG

J
d∆ω

dt
= pG + pWT − pL . (5.8)

In that form, the evolution of the grid frequency ω is specified in a normalized description in terms

of the inertia J = J̄ω close to the nominal frequency. In accordance with the study in [1], even

though we employ simplified dynamics, the excitement of the electrical frequency is initiated by a

∆pL = −10 % (0.1 pu) load step at a base load of pL = 99.5%. Before the load step, a wind park,

represented by one turbine in FAST [10], provides pWT = 15 %, while the grid is assumed to provide

pG = 85 %. The inertia that characterizes the dynamical response of the frequency is chosen to yield

a similar dynamical response compared to the initial slope of the frequency in [1] and is found as

J = 10 s.
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Figure 5.2: Linearization points of the wind turbine at a wind speed of 11 m/s. The gain κi, which
connects a power output variation to a variation in the pitch angle at each operating point, is calculated
from the adjacent gradients mi−1, mi using the stationary pitch angles of the linearization points.

kDroop

Tower Motion Damper
TS filter

Controlled Wind Turbine
FAST

Grid Model
d∆ω/dt = f(pWT, pL, pG)

∆ω∆pd

∆p pWT

xT , ẋT

Figure 5.3: Overview of the implemented functionality. APC is provided by the wind turbine according
to droop kDroop depending on the current frequency deviation of the grid model.

While in this simplified description of the power system the grid is assumed to provide no stabilizing

frequency feedback, i.e., pG = const., the wind turbine is equipped with an APC droop control scheme

according to the current frequency deviation. This approach emulates an inertial response [3], and

thus supports the stabilization of the power grid in case of a frequency event. Depending on the

current frequency deviation, the turbine is therefore demanded to vary the current power output by

∆p = kDroop∆ω , where the proportional gain is defined as kDroop = 50. This corresponds to a

power variation of 10% for a frequency deviation of 0.2%, or 0.1 Hz in a 50 Hz-based electrical system.

The employed controller for an adjustment of the wind turbine operating point according to ∆p varies

the generator torque to match the demanded power output, and uses the pitch for balancing of a

constant rotational speed in full load region as described in [8]. In that way, the power output can

be adjusted to provide APC to the electrical grid. As the filter design is formulated in terms of state

feedback, estimated states obtained by a tower observer are used in the scheme. For that purpose, the

estimated tower top displacement xT and speed ẋT are used in calculation of the filter. An overview

of the implemented functionality is given in Fig. 5.3.
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5.3 Filter design

The proposed dynamical filter of order nf is defined as

χ̇f =

Nr∑

i=1

hi(z)

[
0nf×1

Inf−1

01×nf−1

]

︸ ︷︷ ︸
Afi

χf +




1
...

1




︸︷︷︸
Bfi

u , (5.9)

where u is an artificial input, which is subsequently used to shape the dynamical response. The filter

employs an integrator chain from the last to the first state of the filter, which is defined as the power

tracking signal send to the wind turbine controller, i.e., ∆p = xf1. This allows us to derive a description

integrating the nonlinear tower dynamics and filter using (5.7) and (5.9) to form

χ̇ =

Nr∑

i=1

hi(z)
([ AT i BT iκi 0n×nf−1

0nf×n Afi

]

︸ ︷︷ ︸
Ai

(χ− x0i) +

[
0n×1

Bfi

]

︸ ︷︷ ︸
Bi

u
)

.
(5.10)

The operating trajectory χ0i of x = [xT
T x

T
f ]T is defined by the stationary operating values of the

tower derived in the linearization analysis, and the desired filter state. It is adjusted to provide a

desired power tracking signal from the APC scheme ∆pd, i.e., χ0i = [xT
T0i [∆pd 0nf−1×1]T].

System description (5.10) allows us to formulate the filter design as state feedback controller design

employing the input u. For that purpose, a system feedback following the parallel distributed com-

pensation control law[17] is defined

u = −
Nr∑

j=1

hj(z)Kj(χ− χ0i) . (5.11)

Inserting (5.11) into (5.10) gives us the closed-loop description of the combined tower and filter dy-

namics

ẋ =

Nr∑

i=1

hi(z)

Nr∑

j=1

hj(z)
(
(Ai −BiKj)(χ− χ0i)

)
(5.12)

under impact of the feedback gains Kj to be synthesized. From a quadratic Lyapunov function can-

didate V (x) = χTX−1χ with X = XT � 0 and the corresponding stability condition

V̇ (x) = χ̇TX−1χ+ χTX−1χ̇ ≺ 0
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the following LMI stability constraints can be derived [17]

XAT
i +AiX −MT

j B
T
i −BiMj ≺ 0 , (5.13)

where X and Mj are variables to be found. If a solution is obtained by one of various available LMI

solvers [19], the necessary feedback gains are calculated from Kj = MjX
−1 and stability is verified.

Additional LMIs can be used to enforce a desired dynamical response of the closed-loop system. For

that purpose, the maximum decay rate of the system can be restricted to αmax by

XAT
i +AiX −MT

j B
T
i −BiMj � −2αmaxX , (5.14)

which is conducted to ensure a proper operation within the numerical environment that the filter is

applied. Further, a desired damping on the closed-loop system in operation actively provided by the

controller can be formulated in terms of LMIs as [20]

[
sin θ(Γ1) cos θ(Γ2)

cos θ(ΓT
2 ) sin θ(Γ1)

]
≺ 0 (5.15)

with

Γ1 =
(
AiX −BiMj +XAT

i −MT
j B

T
i )

Γ2 =
(
AiX −BiMj −XAT

i +MT
j B

T
i )

.

The desired damping D is formulated in terms of the angle Θ, that can be calculated according to

Θ = arccos(D) [20]. It is used to provide damping to the tower dynamics by purposefully shaping

the combined tower and filter dynamics through the feedback.

The filter design parameters used for the system (5.12) are a desired damping of at least D = 12%,
a maximum decay rate of αmax = 100 for the LMIs (5.13), (5.14) and (5.15). The filter is designed of
second order, i.e., nf = 2. The LMI solver yields N feedback gains Kj along with the characterization
of the Lyapunov function

X =




1.8675 −0.602 −0.3815 −1.1197

−0.602 7.7337 6.4277 5.0647

−0.3815 6.4277 8.8484 3.2063

−1.1197 5.0647 3.2063 14.9906



� 0 .
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Figure 5.4: Response to a power system load imbalance at t = 50 s and constant wind excitement at
18 m/s. Subplots: (a) downwind hub-height wind speed (b) normalized rotational speed (c) blade 1
pitch angle (d) normalized power output (e) tower-top fore-a� deflection (f) frequency of the grid
model

5.4 Results

5.4.1 Constant inflow

Fig. 5.4 depicts the system response to a load imbalance in the electrical grid at a constant wind of

18 m/s. Due to a lack of stabilizing mechanisms without APC, i.e., continuing nominal power produc-

tion of the wind turbine, the frequency grows continuously at a slope defined by the inertia J in (5.8).

The application of APC by the wind turbine is capable of arresting the frequency at 50.7 Hz with the

employed slope kDroop. The involved reduction to 30% of the power production can be observed in Fig.

5.4 (d). As one turbine is modeled to provide pWT = 15 % before the load step, the stationary output af-

ter the disturbance in the electrical grid corresponds to a total power of pWT = 4.5 %. In combination

with the power provided by the electrical grid pG = 85 %, this yields the demanded power of the load

pL = 89.5 %. While the APC scheme without applying the filter arrests the frequency at 50.69 Hz, the

filtering and thus the di�ering evolution of the power tracking signal results in a frequency of 50.7 Hz.

Frequency stabilization, however, is conducted at the cost of exciting the structural dynamics of the

turbine. As the motion of the tower top in fore-a� direction displays in Fig. 5.4 (e), without the pro-

posed filter the tower top shows a lightly damped oscillation while converging to the altered operating

point. The application of the proposed filter, on the other hand, results in an increase of damping, and

consequently a smoother transition into the new operating point.

This simulation study in constant wind was repeated for inflow with 14 m/s, 16 m/s and 20 m/s. The
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Figure 5.5: Comparison of the tower base fore-a� moment DELs at di�erent constant wind speeds
with a power system load imbalance as depicted in Fig. 5.4. Subplots: (a) DEL tower base fore-a�
moment (b) reduction of DEL normalized to APC operation without applying filter.

resulting damage equivalent loads in the considered scenarios are depicted in Fig. 5.5. The load analysis

reveals a significant decrease along the considered operating range in tower fore-a� loading through

the implementation of the proposed filter. The reduction capabilities by applying the filter in constant

wind speeds are in a range of 10.5% at 20 m/s and 13% at 16 m/s.

5.4.2 Turbulent inflow

By exciting the turbine with turbulent inflow in identical grid scenarios, the impact of grid stabilization

and resulting loads in usual operating conditions of wind turbines can be studied. The varying wind

speed, depicted in Fig. 5.6 (a), excites the structural dynamics of the turbine. In addition to a reaction

on the frequency deviation, the tower top deflection in fore-a� direction in Fig.5.6 (e) is caused by an

interference of the two e�ects. Despite an additional fluctuation due to the turbulent inflow and thus

power production, the frequency evolution in combination with the power produced by the turbine

a�er the load step in the grid is in line with the results obtained at constant wind speed.

In Fig. 5.7 the deviation of the power tracking signal due to the applied filter can be observed. As the

evolution of the tower fore-a� motion is used in the filter (see Fig. 5.3), an actuation for providing

tower damping is also observed before the load imbalance occurs at t=50 s. While the initial slope

of the power tracking signal is very similar compared to applying the scheme without filtering, an

excitation of the tower motion due to the variation of the operating point causes a deviation of the
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Figure 5.6: Response to a power system load imbalance at t = 50 s and turbulent wind with a mean
of 18 m/s. Subplots: (a) downwind hub-height wind speed (b) normalized rotational speed (c) blade
1 pitch angle (d) normalized power output (e) tower-top fore-a� deflection (f) frequency of the grid
model

Figure 5.7: Comparison of the power tracking signal ∆p processed by the controller with and without
application of the filter.

two signals, which e�ectively results in a reduction of the loading experienced by the turbine tower.

To identify the additional loading through APC in turbulent wind conditions, the resulting damages

are normalized to the loads without a variation of the power output due to a frequency deviation in

Fig. 5.8 (b). An increase of up to 70% at a wind speed of 14 m/s can be observed. As previously reported

for the scenarios in constant wind, the TS filter reduces the damage equivalent loads significantly, e.g.,

40% reduction at 14 m/s compared to APC without filter. Especially where additional loading due to

APC is most striking in lower wind speeds, the model-based filter is capable of mitigating the e�ects of

frequency stabilization. This decreases for medium wind speeds where the additional loading due to

APC is small, indicating the stochastic nature of the wind as main source of loading in this operational

range. As stated for the state evolution in turbulent inflow, the damage results from an interaction of

the grid, turbine and wind dynamics.
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Figure 5.8: Comparison of the tower base fore-a� moment DELs at di�erent turbulent wind speeds
with a power system load imbalance, see Fig. 5.6.

5.5 Discussion

The presented results reveal the additional fatigue loading due to application of the droop control

scheme in stabilization of the electrical frequency. Especially in lower wind speed, where the pitch

magnitudes (see Fig. 5.1) and the distance traveled by the tower due to the changing operating points

are greatest, this causes severe additional fatigue loading. It is, however, interesting to notice that

ultimate loading of the tower was not negatively a�ected in the considered scenarios. Except for a

slight increase of 1.7% at turbulent inflow with a mean of 21 m/s, ultimate tower loading in fore-a�

direction was identified to decrease, ranging up to 24% at a mean turbulent wind of 18 m/s.

In case of constant wind, the damping characteristics of the designed filter shows similar fatigue load

reduction along the considered operating range. In turbulent inflow conditions, however, the fatigue

loading and the reduction yield are less distinct. As noticed, the loads are caused by an interference

of the turbulent wind excitement and the power output demand of the APC scheme, where especially

in medium wind the excitement from the wind overshadows the e�ects from frequency stabilization.

The proposed model-based concept integrates the varying dynamics in the filter design, and thus di-

rectly accounts for the characteristics of the considered system in the design step. While the focus in

this contribution is on the tower oscillation in fore-a� direction, the basic filter design can be enhanced

to include more dynamical e�ects of the wind turbine, e.g., drivetrain oscillation. By calculation of the

membership functions in operation of the TS scheme, a natural approach for handling the varying sys-
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tem dynamics is given and consequently, the need for separate scheduler design or tuning of operating

point dependent filter loops is avoided.

By reformulation of the filter design as state feedback control scheme, commonly applied LMIs can be

used in the filter design. The basic stability constraints restrict the filter dynamics to the le� half of the

complex plane. While this ensures stability, the range of accessible closed-loop dynamics is indefinite,

leaving great design freedom to the LMI solver. For that reason, the application of LMIs that enforce

a desired dynamical behavior of the closed-loop system is central to the proposed concept. Especially

the LMIs imposing an active damping to the control scheme provide an e�ective constraint design

possibility with regard to load reduction capabilities from the considered scheme.

5.6 Conclusion

In this contribution, the e�ects of grid stabilizing behavior are studied from a mechanical loading

perspective of wind turbines. By equipping the turbine with a droop control scheme, the power output

of the turbine is varied according to the current state of the electrical grid frequency. The results show

that this feedback enables the turbine to arrest the frequency in a simple analytical grid model. While

the output power variation excites the structural dynamics of the turbine, a model-based nonlinear

filter in a TS structure is proposed to reduce the resulting loading.

For that purpose, a tower model is reformulated to include the variable power demand as an input

to the system. Subsequently, the combined tower and filter dynamics are described, and a feedback

control design employing LMIs is used as filter design procedure. This allows for the application of

commonly used LMIs for feedback design to the filter design problem.

While the APC functionality increases the fatigue loading of the tower especially in fore-a� direction,

the simulation results underline the capability of the proposed filter to reduce the damage by enforcing

an active damping from processing the demanded power tracking signal in the filter before passing it

to the wind turbine controller.
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[8] F Pöschke, E Gauterin, M Kühn, J Fortmann, and H Schulte. Load mitigation and power tracking

capability for wind turbines using linear matrix inequality-based control design. Wind Energy,

2020. DOI: 10.1002/we.2516.

[9] J M Jonkman, S Bu�erfield, W Musial, and G Sco�. Definition of a 5-MW Reference Wind Turbine

for O�shore System Development. Technical report, National Renewable Energy Laboratory,

2009.

[10] J M Jonkman and M L Buhl. FAST Users Guide. Technical report, National Renewable Energy

Laboratory, 2005.

[11] T Takagi and M Sugeno. Fuzzy identification of systems and its application to model-

ing and control. IEEE Transactions on Systems, Man, and Cybernetics, 1985. DOI: DOI:

10.1109/TSMC.1985.6313399.

[12] M Sugeno and G T Kang. Structure identification of fuzzy models. Fuzzy Sets and Systems, 1988.

DOI: 10.1016/0165-0114(88)90113-3.

[13] H O Wang, K Tanaka, and M F Gri�in. An approach to fuzzy control of nonlinear systems:

stability and design issues. IEEE Transactions on Fuzzy Systems, 1996. DOI: 10.1109/91.481841.

147



5|Model-based filter design for load reduction of wind power plants with active power
control capability

[14] K Tanaka, T Ikeda, and H Wang. Fuzzy regulators and fuzzy observers: relaxed stability conditions

and LMI-based design. IEEE Transactions on Fuzzy Systems, 1998. DOI: 10.1109/91.669023.
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6.1 Contextual position of my research

When Katherine Dykes, a Section Head at the Department of Wind Energy of the DTU, was asked

in an interview with Siemens Gamesa in March 2020 for her opinion on the scientific challenges that

wind energy needs to overcome to realize its full potential, she responded [1]:

”We have got really good at producing wind at a very low cost and we have made it highly competitive

compared to conventional energy sources. To take the next step and become the world’s foundational en-

ergy source, we have to make wind energy even more valuable for electricity systems – making it more

predictable, controllable, and available.”

Without claiming the presented work is capable of addressing these exciting both practical and scien-

tific challenges as a whole, I want to use the mentioned a�ributes controllable, available and predictable

to locate my research in the current context of wind energy. While all these a�ributes are research

subject for di�erent scientific disciplines [2], the subsequent discussion follows up on the portrayed

control perspective in chapter 1.

Controllability In a control-theoretic sense, controllability is a structural property of the system,

indicating whether the manipulatable inputs admit for a transition of the system states from any ini-

tial value to any other value in finite time [3]. While the TS approach allows for an evaluation of basic

system properties like observability or controllability by its local properties [4], from a wind turbine

application point of view, this structural analysis is secondary in case of using linearized models. In-

stead, this criterion refers to a simple thought: enhanced controllability of the wind energy system

by increasing the independence from the current wind inflow and eventually making turbines flexible

in their power output by following a given demand. The proposed model-based approach is shown

to be suitable for enveloping the large operational range that is necessary to enable the power track-

ing functionality. This introduces an additional degree of freedom in terms of the tracking command

∆p related to the change of generated power for the operation of wind turbines, which can be ded-

icatedly used for di�erent aspects, e.g., grid stabilizing [5], optimized operation of wind farms [6, 7]

or preventing animal fatalities from an adjustment of the operational characteristics [8]. In the dis-

cussed approach, the trajectory of operation underlying the control design in form of chosen operating

points is not unique. This provides the flexibility to assign a desired operational strategy enhancing

an e�icient adjustment to varying requirements which arise from supplying power to a large-scale

dynamically interconnected grid.

To elaborate the flexibility of the control approach, consider the variable and non-unique power track-
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Figure 6.1: Linearization points on the power coe�icient surface for the strategies OS1 & OS2.

ing problem of a wind turbine with two distinct strategies. The first operating strategy (OS1) is de-

signed to alter the generator torque T only to provide di�erent levels of desired power pd (in per unit)

and represents the strategy discussed in chapters 3, 4 and 5. The second strategy (OS2) aims at varying

both, the generator torque T and rotational speed ω of the turbine in the same proportion to yield

the desired power output pd. Formally, the operating trajectories that form the two strategies can be

described as

OS1 :





p(v) = ωopt(v)Topt(v) if pd = 1

p(v) = ωopt(v) pdTopt(v)︸ ︷︷ ︸
=T (v,pd)

if pd < 1

OS2 :





p(v) = ωopt(v)Topt(v) if pd = 1

p(v) =
√
pdωopt(v)︸ ︷︷ ︸
=ω(v,pd)

√
pdTopt(v)︸ ︷︷ ︸
=T (v,pd)

if pd < 1 and
√
pdωopt(v) ≥ ωmin

p(v) = lω(v, pd)
√
pdωopt(v)︸ ︷︷ ︸

=ω(v,pd)

√
pd

lω(v, pd)
Topt(v)

︸ ︷︷ ︸
=T (v,pd)

if pd < 1 and
√
pdωopt(v) < ωmin

,

(6.1)

where ωopt(v) and Topt(v) denote the optimal steady-state rotational speed and generator torque

depending on the wind speed v for maximum power extraction. The operating point depending factor

lω(v, pd) = ωmin√
pdωopt(v) is introduced to achieve a limitation of the rotational speedωmin to avoid hi�ing

the first tower eigenfrequency with the 3P excitation of the rotation (see the Campbell diagram for

the reference turbine in [9]). This formal description serves as a basis for the definition of linearization

points. A comparison of these linearization points on the aerodynamic coe�icient surface cP of the

5 MW reference turbine is shown in Fig. 6.1.

The disturbance observer-based control design in the TS framework for OS1 is subject of the previous

chapters. For OS2, only the linearization points are altered keeping the rest of the design as discussed.

A comparison of the rotational speed, generator torque and generator power of the turbines operating
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Figure 6.2: Comparison of wind turbine operating trajectories in turbulent wind for OS1 and OS2 at
70% of power production, where additionally a 15 s ramp transition at 160 s from OS1 to OS2 and back
at 195 s is shown. (a) Wind turbine rotational speed, (b) generator torque, (c) turbine power output,
and (d) 40 min power output time series

at 70% desired power output is shown in Fig. 6.2 (a), (b) and (c), respectively. It can be observed that

in OS2 the rotational speed is reduced while in OS1 the nominal rotational speed is kept despite the

distance from the optimal power operating point. The power outputs for OS1 and OS2 in Fig. 6.2

(c) show an almost identical trajectory while operated in the same turbulent wind excitation. This is

underlined by comparing the 40 min power output time series in Fig. 6.2 (d). The shown trajectories of

the power output and variation in the rotational speed are comparable despite operating at di�erent

locations on the aerodynamic conversion surface and therefore dynamics of the nonlinear system.

This results from the adjustment of the controller and observer feedback gains from the automated

model-based design process. The dedicated definition of desired closed-loop dynamics in terms of LMI

region constraints plays dominant role in the disturbance rejection properties of the closed-loop wind

turbine for both operating strategies.

In Fig. 6.2 (a), (b) and (c), it is shown that the applied controller is capable of blending between the two

strategies OS1 & OS2. This transition is initiated at 160 s with a slope corresponding to a 15 s tran-

sition time. This command is reversed at 195 s. The trajectories show a smooth transition between

the two operating strategies, where the energy released or stored in the rotation due to the variation

of the rotational speed can be seen in the power output of the turbine in Fig. 6.2 (c). The possibil-

ity to vary the strategy in operation of the turbine provides flexibility to adjust to di�erent external
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conditions. The transition functionality is accomplished by integrating an additional externally ma-

nipulated premise variable in the TS description that defines the desired operating strategy. Using this

framework, the additional operational strategy is provided only by extending the linearization points

used for construction of the TS model.

The possibility of integrating additional feedback loops that purposefully alter the dynamic response of

certain components illustrate the potential for load mitigation from the application of modern multi-

variate control approaches as discussed in chapter 3. The integration of additional feedback loops

connecting a sensor to an actuator has no e�ect on the basic control approach: deriving a model of the

considered dynamics, integrating it into the TS framework, designing suitable feedback based on the

LMI performance constraints, and finally introducing it into the overall closed-loop model description

for stability analysis before application to the turbine. Except for the definition of design parameters

for the additional actuation and connecting the corresponding sensor to the control scheme, the im-

plementation of the control approach remains unchanged, making it highly adjustable compared to

the interconnection of various independently designed and implemented conventional single-input,

single-output control loops. Additionally to the flexibility of the design process, this allows for conve-

nient maintenance of the implemented controller code. These considerations indicate the benefits of

model-based approaches for e�icient development processes.

Finally, the experimental validation of the control scheme shows the robustness of the approach sub-

ject to the physically induced uncertainties that even aero-elastic simulators possibly can not depict

su�iciently well [10], nor are they easily introduced into control design models. This comprises phys-

ical uncertainties originating from, e.g., the aerodynamics, or other unmodeled dynamic loops e.g.,

the generator torque control underlying the command of the TS controller. Despite these uncertain-

ties, it has been demonstrated that an adequate control performance can be achieved by definition

of suitable design specifications. Due to the LMI-based region constraints when used in combination

with linearized submodels, the physical interpretability of the design parameters guides the design

and can incorporate specific engineering knowledge from other disciplines, e.g., by definition of the

desired damping ratio for the tower motion referring to the modeled eigenmode. Opposed to the some-

times formulated concerns regarding robustness of ”modern” approaches [11], this thesis highlights

that model-based schemes provide a suitable approach for complex control engineering tasks found

in wind energy conversion systems at an e�icient – both in terms of engineering and computational

– control design and thereby can increase controllability in a functional sense.

Availability Possible mitigation of experienced loading by the turbine due to active control is di-

rectly coupled to a possible reduction of material expenses [12]. This, among others, determines the

overall cost of energy production. Advances led to a steadily decreasing cost of energy for wind power

152



6| Synopsis II

[13], making wind power an economically a�ractive option with zero-cost fuel available around the

globe. A dedicated control design with load reduction as an explicit objective while respecting the

projected loading over lifetime, can help to reduce unplanned maintenance resulting from the loading

history experienced by the turbine. This already led to availability levels of above 98 % [12]. Especially

for turbines located o�shore, failures must be avoided due to the high costs associated with mainte-

nance and to meet the expected annual energy production relevant for the economic returns. As a

consequence, for load reduction of increasingly complex dynamical systems, elaborate solutions for

tackling the control design task are demanded.

The closed-loop models that result from model-based approaches can be incorporated in condition

monitoring systems, where the quality of the model description determines the e�ectiveness of the

approach [14]. In Fig. 6.3 a comparison of a TS wind turbine model to the aero-elastic simulator FAST is

shown. Both models are controlled by the disturbance observer-based approach described within this

work and excited equally in both power demand and wind speed. Despite being completely decoupled

in this comparison, i.e., no feedback loops are incorporated to form an observer, the TS model shows

a good approximation of the state trajectories in operation. To increase robustness against model un-

certainties and disturbances in a practical implementation, an observer scheme involving a dedicated

feedback term as discussed within the thesis would be favorable. From the evolution of the model

states, estimates of the experienced loading can be a�ained supporting the application of condition

monitoring systems. A dedicated condition monitoring system supports an e�ective minimization of

the downtime and e�orts for the complex logistics involved in the operation of the wind power plants,

especially o�shore [12].

An additional perspective on possible wear induced e�ects as actuator faults or sensor dri�s is taken

by fault-tolerant concepts, where fault detection, isolation, and estimation rely on, possibly closed-

loop, models of the considered dynamics. In [15, 16], for example, a sliding-mode observer approach

in a TS structure is discussed for the estimation of faults for a wind turbine benchmark. Those and

similar techniques are the foundation for an appropriate reaction of the overall control system by

compensating for occurring faults and maintaining the operation [17]. By safely operating the turbine

despite an identified error, these approaches may yield a further increase in the availability of the

individual wind turbine, and may directly incorporate the models resulting from the control design, if

not being an integral part of the process itself.

A dedicated treatment of frequency variations by an active power adjustment of the turbine can sup-

port the electrical grid, instead of disconnecting in case of e.g., overfrequency [18]. E�ectively, this

increases the availability of the turbine as time lost from idling and resynchronization with the elec-

trical grid due to a frequency event is avoided [19]. Thus, control schemes capable of integrating the

extended power operating range result in a continuous operation of wind turbines even in the event
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Figure 6.3: Comparison of a TS wind turbine model to the aero-elastic simulator FAST at identical
excitation. (a) Wind speed, (b) turbine power and reference, (c) rotor speed, (d) drivetrain torsion, (e)
tower-top side-to-side deflection and (f) tower-top fore-a� deflection.

of more severe load imbalances. Additionally, by the possibility to operate the turbine at a large range

of operating scenarios, wind energy systems have shown to be capable of black starting an electrical

grid [19]. This provides the basis for an islanded operation of a subset of the electrical grid, and a

possible reconnection to neighboring power systems a�er a power system outage. As discussed in

[19], this functionality is, among others, limited by the missing authority in conventional control sys-

tems to provide varying amounts of active and reactive power. Thus, additionally to the importance

of building islanded electrical grids with wind turbines, the availability of the turbines increases when

powering a local grid in case of disconnection from the higher-level transmission system instead of

terminating its operation.

Predictability An estimate for the future electricity generation from wind power is essential for the

reliable and economically feasible operation of the electricity system with high shares of renewables

[20], and therefore forecasting and prediction of the wind resource is an important field of study. In

[12], the authors note the possible improvement of forecasting from local measurements of the wind

resource at the turbine level. The proposed concept within this thesis relies on a wind speed observer

and provides this information naturally by relating the structural excitation to the current wind speed

using the turbine model without the need for additional sensing devices. Thus, the possibility of im-

proving forecasting is inherently given, provided a wide-spread application of control schemes yielding
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an estimate of the current inflow at the turbine.

Instead of disconnecting from the electrical grid in case of e.g., overfrequencies and thereby possibly

aggravating the existing problem [18], wind turbines must be equipped with decentralized control

schemes that continuously adjust the current power output as a reaction to the state of the electrical

grid. For transmission system operators, predictable participation of renewables in grid stabilization

is vital for assessing the overall stability measures for the resilience of the electrical grid to distur-

bances [21]. Conventionally, stabilization was conducted by few, very large power plants, and thus

relatively few models are needed for assessment of stability measures. However, due to the decen-

tralized structure of power supply by renewables, many smaller, dynamically interacting units must

be portrayed for grasping the relevant dynamical properties. Model-based approaches inherently re-

sult in a closed-loop model description of the system dynamics a�er the control synthesis with low

computational complexity in terms of di�erential equations as shown in Fig. 6.3. This allows for an

introduction of the relevant dynamics that determine the grid stabilizing response into large-scale

complex simulations that aim for identifying the resilience of the electrical grid to disturbances [22].

For example, consider the structure shown in Fig. 6.4, where a TS wind turbine model is sequentially

connected to a generator model, a converter and a voltage source. As the converter decouples the syn-

chronous generator completely from the voltage source, it is modeled as a first-order transfer function

[23]. The converter consists of the DC link dynamics depending on the power balance of generated

power by the wind turbine and the power injected to the voltage source. The power injection is de-

termined by the output impedance model connecting the voltage source to the terminal voltage of

the converter. The terminal voltage is governed by cascaded power and current control loops that

are implemented in a rotating reference frame. To synchronize the reference frame with the rotating

voltage source, a phase-locked loop can be implemented yielding an estimate of the grid frequency

ωPLL and phase angle. Within the setup, the estimated frequency is used to determine the power

tracking command for the TS observer-based control scheme designed to enable the discussed oper-

ating strategies OS1 & OS2 given in (6.1). The wind turbine is represented by a TS model obtained for

control design purposes and captures the dynamics of the tower fore-a� motion, tower side-to-side

motion, blade out-of-plane deflection, and drivetrain torsion in nine states at 1200 di�erent operating

points distributed along the operating range of interest.

A comparison of the resulting state trajectories for both operating strategies OS1 & OS2 discussed

above is given in Fig. 6.5, where at time 35 s and 45 s the frequency of the voltage source is varied

by -0.1 Hz and +0.1 Hz, respectively. It is shown that the choice of the operating strategy influences

the state trajectories of the wind turbine following a grid event significantly. Especially the turbine’s

inertia plays a dominant role when adjusting the produced power in OS2, while the adjustment of the

generator torque due to its small timeconstant of 20 ms follows the droop-based command precisely in
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Figure 6.4: Overview of simulation environment for testing of operating strategies OS1 & OS2 to
changes in the grid frequency.

both operating strategies. The pitch speed that balances the aerodynamical torque of the rotor remains

within reasonable bounds when tracking the droop-based power commands as shown in Fig. 6.4 (e).

While relevant dynamical properties like inertia-based e�ects and control interaction are captured

well in the considered wind turbine model, Fig. 6.5 (c) illustrates the limitations. During the variation

of active power, there is only small excitation of the turbine’s rotational speed as the feedforward term

simultaneously varies the generator torque and pitch angle, and thus almost perfectly compensates

for the variation of the operating point of the design model. In reality, unmodeled uncertainties and

coupling among the di�erent wind turbine components would impede such a perfect transistions

among di�erent operating points.

A greater number of degrees of freedom in the control design portrays more interactions of di�erent

components and actuators in the design stage. The increasing flexible structures from, e.g., torsion and

bend-twist coupling of the blades have e�ects for stability [2], while moving to o�shore locations is

further characterized by the need for an integrated analysis including aerodynamics, hydrodynamics

and support structures [24]. The stability considerations underlying the control design can be consid-

ered as a prediction whether destabilizing couplings due to actuation are identified in the closed-loop

model, whereas conventional control approaches rely on simulation studies and possible decoupling

by the design of additional filters that process the measurements before deployment to the controller.

Therefore, a scalable and computationally e�icient algorithm is key for an adaption to the varying

relevant dynamics and requirements underlying the complex wind turbine control design task.
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Figure 6.5: Comparison of the TS wind turbine model and FAST. (a) estimated frequency of the phase-
locked loop (PLL), (b) active power (c) rotor speed, (d) pitch angle, (e) pitch speed and (f) generator
torque.

6.2 Conclusion

The contributions of the thesis are summarized as follows:

• Control and observer design for wind turbine systems in the TS framework (chapter 2)

• Introduction of LMI region constraints in the wind turbine context for a dedicated treatment of

operational dynamics and thus loads (chapter 2)

• Integration of a widely extended operational range to support flexible power production for grid

stabilization (chapter 3)

• Loading analysis of the wind turbine structure when performing power tracking (chapter 3)

• New conditions for stability of nonlinear TS systems using assumptions on the estimation error

(chapter 4)

• Experimental validation of the control scheme (chapter 4)

• Formulation of filter design constraints in terms of TS-based LMI feedback control (chapter 5)
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Within the introduction to this thesis, it is discussed that wind energy systems have evolved aston-

ishingly to the largest rotating machines ever build, and are expected to form the backbone of our

hopefully near-future energy system. As pointed out in [2], further advancements rely on the exper-

tise of many di�erent disciplines that need to be combined e�ectively. The stochastic wind is the

fuel of the energy conversion process. However, as discussed in the previously presented works, from

a control perspective it is also the main disturbance of the system that needs to be rejected appro-

priately. For this reason, the integration of prediction, based on knowledge about properties of the

upcoming wind field like mean wind speed, into the control scheme provides an interesting approach

to extend the proposed concept, in cases where an advanced inflow sensing device is exploitable. As

argued in [25], this may result in a further reduction of especially the ultimate loading experienced

by the turbine. Fatigue loading, however, is greatly determined by the interaction of the closed-loop

dynamics with the highly stochastic three-dimensional inflow. Research in the field of physics re-

vealed that the stochastic wind, powering the energy conversion process, exhibits highly intermi�ent

dynamics [26]. Thus, the common assumption concerning Gaussianity underlying a wide range of

control approaches, e.g., the combination of a Kalman filter with an LQ controller yielding optimal

performance for gaussian disturbances acting on the system [27], do not hold for the disturbances

involved in wind turbine control. Further, these properties change depending on the atmospheric con-

ditions, weather, and location of the turbine [26, 12, 2]. Thus, a significant further reduction of fatigue

loading by respecting the stochastic properties of the system disturbance by adjusting the controller

gains can only be answered using a model-based scheme that is capable of incorporating the relevant

turbine and wind dynamics. As noted in [2], this interaction is bidirectional as a wind turbine also

influences the flow, and thus possibly a�ects the inflow of nearby located turbines. These considera-

tions underline the need for an integrated approach spanning across several scientific disciplines by

combining control engineering with a physical perspective on modeling the stochastic nature of the

disturbance.

Research, like presented in [19] that covers grid forming by wind power without conventional sources

or the study in [5] comprising up to 80 % of grid penetration by wind power, show that a future

electricity generation supplied by renewables only can be feasible. To achieve this, instead of a few

central actors that form, supply, and stabilize the grid, many interacting decentralized units need to be

enhanced in participating both locally and by exchanging additional information, which is the concept

broadly referred to as smart grids [28]. This exciting transformation involves numerous control tasks

that need to be addressed e�iciently, where communication and distributed intelligence are vital in

forming a reliable and stable power system [22]. In both, nature and man-made organisms, it can

be observed that well-scaled decentralized structures interacting as a network are a vital aspect for

the resilience and stability of systems in general, and enhance an evolutionary optimization process

rather than impeding it [29].
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The works that form the foundation of this thesis, and the various references therein illustrate the

enhancements achieved by the application of modern model-based control approaches to wind en-

ergy systems specifically, and to the complex questions that arise from the energy consumption in

our life in a broader sense. The employed descriptions of the dynamics have a common ground an-

chored in the general field of systems theory, which is shared by various disciplines including natural

and social sciences that work on understanding and shaping the world we live in [30]. Mankind pro-

duced tremendous technological advances that are fascinating in itself and underline the usefulness

of the employed models. The regular reports of e.g., the intergovernmental panel on climate change

[31], which are substantially based on those common principles, at the same time urge us for a fast

transition of the energy sector towards a generation by renewables along with profound consumption

pa�erns that provide the chance to build a sustainable future.
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