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ABSTRACT

Mental health is an important factor in an individuals’ life - more than 300 million

individuals suffered from depression in 2015. Online-based interventions have been

developed for the treatment of various mental disorders. These types of interventions

have proven their efficacy and can lead to positive outcomes for suffering patients. During these

interventions, a large amount of patient-specific data is gathered that can be utilized to increase

treatment outcomes by informing decision-making processes of psychotherapists, experts in the

field, and patients.

The articles included in this dissertation focus on the analysis of such data collected in digital

psychological treatments by using machine learning approaches. This dissertation utilizes various

machine learning methods such as Bayesian models, regularization techniques, or decision trees

to predict different psychological factors, such as mood or self-esteem, dropout of patients, or

treatment outcomes and costs. These models are evaluated using a variety of performance metrics,

for example, receiver operating characteristics curve, root mean square error, or specialized

performance metrics for Bayesian inference. These types of analyses can support decision-

making for psychologists and patients, which can, in turn, lead to better recommendations and

subsequently to increased outcomes for patients and simultaneously more insight about the

interplay between psychological factors. The contribution of this interdisciplinary dissertation

is manifold and can be classified at the intersection of Information Systems, health economics,

and psychology. The analysis of user journey data has not yet been fully examined in the field of

psychological research. A process for this endeavor is developed and a technical implementation

is provided for the research community. The application of machine learning in this context is still

in its infancy. Thus, another contribution is the exploration and application of machine learning

techniques for the revelation of correlations between psychological factors or characteristics

and treatment outcomes as well as their prediction. Additionally, economic factors are predicted

to develop a process for treatment type recommendations. This approach can be utilized for

finding the optimal treatment type for patients on an individual level considering predicted

treatment outcomes and costs. By evaluating the predictive accuracy of multiple machine learning

techniques based on various performance metrics, the importance of considering heterogeneity

among patients’ behavior and affect is highlighted in some articles. Furthermore, the potential of

machine learning-based decision support systems in clinical practice has been examined from a

psychotherapists’ point of view.
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1
INTRODUCTION

1.1 Introduction

Mental disorders such as depression or anxiety are among the main burdens of disease

in nowadays’ society (Vos et al., 2015). More than 300 million individuals suffered from

depression in 2015 (WHO, 2017). Mental health problems are associated with lower

physical health and can lead to a substantial negative effect on a person’s quality of life and

mental well-being in both short and long-term (Buntrock et al., 2014; Scott et al., 2016; Smit et al.,

2006). Mental health problems are widespread and do not only affect the health of individuals

but can lead to an increase in financial expenses for governments (Leger, 1994; Schofield et al.,

2011). Based on data from 2010, mental disorders were estimated to be 798 billion euros just

in the European Union and 2.5 trillion US dollars globally (Trautmann et al., 2016). To make

things worse, it is estimated that global mental health costs will increase to 6 trillion dollars a

year by 2030 (Bloom et al., 2011).

In the mental health sphere, e-health is a relatively new field in this context and takes

advantage of information and communication technology in order to support healthcare in terms

of outcome improvement and cost reduction (Eysenbach, 2001; Riper et al., 2010). Internet-based

interventions have been developed for the prevention and treatment of psychological disorders;

they represent one possibility to close the gap between treatment and demand (Fassbinder et al.,

2015). Online-based treatments have been shown to produce benefits for patients as well as

leading to similar outcomes compared to face-to-face treatment (Carlbring et al., 2018; Sander

et al., 2016; Yang et al., 2018). These psychological interventions also generate tremendous

amounts of patient-specific data such as self- or observer rated retrospective questionnaire data,

Ecological Momentary Assessment data, and interactions with the computerized systems (i.e.

1



CHAPTER 1. INTRODUCTION

login information and message exchanges). This data contains viable information about the

patients’ behavior and represents a gateway for interdisciplinary collaboration between the fields

of Information Systems, health economics, and psychology.

Information Systems can contribute in this context by the development and application

of machine learning techniques - a subdomain of artificial intelligence - for the analysis and

prediction of generated data. Machine learning can be described as the process of programming

a computer to learn patterns from historical data and, subsequently, the application of these

patterns to new data in order to generalize the learned patterns and generate predictions

(Alpaydin, 2009). Algorithms that can model and analyze data, predecessors of today’s machine

learning one might say, exist for more than 60 years (Kononenko, 2001). Since these early days,

machine learning has been applied in various healthcare domains such as diabetes, radiology,

cancer treatment, chronic diseases, and recently, in mental health as well (Becker et al., 2018;

Belle et al., 2013; Kavakiotis et al., 2017; Lindblom et al., 2012; Riano et al., 2012). There are

applications that aim to identify strokes (Lee and Yoon, 2017), look for skin lesions (Esteva et al.,

2017), or predict clinical remission in depression (Chekroud et al., 2016).

The application of machine learning in the context of mental health is still in its infancy

(Clifton et al., 2015) and can contribute in a twofold manner, which are often not distinguished

(Yarkoni and Westfall, 2017). First, shedding light on relationships between psychological factors

such as sleep or mood, which are synonymously called psychological concepts in later chapters,

can lead to an increased understanding of the patients’ behavior and can offer indicators of how

psychological factors influence each other. Low self-esteem, for example, is connected to lower

mental and physical health and these problems are linked to mood states and psychological well-

being (Paradise and Kernis, 2002; Steiger et al., 2014; Trzesniewski et al., 2006). Mental disorders

such as depression can be heterogeneous and, therefore, patients can show various symptoms

(Goldberg, 2011). Thus, finding correlations between these psychological factors can be beneficial

for understanding relationships among disorders. Second, predictive modeling can support

treatment decisions by offering predictions about individual treatment progress or potential

outcomes of treatment. These predictions could support psychologists’ and patients’ decision-

making, for example, when it is necessary to intervene if critical states of psychological factors are

reached or when patients are of high risk to drop out of treatment. Patients can also benefit from

the results of predictive models in terms of increased self-management and prevention. Predictive

modeling can support the treatment process by offering advanced diagnostic, prognostic, detection,

prevention, and treatment selection processes (Becker et al., 2018; Dwyer et al., 2018; Shatte

et al., 2019). The resulting insight can aid in the decision-making process of patients as well as

professionals in the field of psychology and potentially increase treatment outcomes for patients

(Clifton et al., 2015; Shatte et al., 2019; Triantafyllidis and Tsanas, 2019; Wallace et al., 2012).

At this point, this dissertation aims at exploring and providing directions on how to analyze

data of Internet-based interventions using various types of machine learning techniques. By

2



1.2. BACKGROUND AND STATE OF THE ART

doing so, relationships between psychological factors are analyzed in order to shed light on

these correlations and on possible drivers of mental disorders. At the same time, predictions

of psychological factors and intervention outcomes are generated and evaluated to support the

decision-making process of psychologists in this context. For example, if being able to predict

future states of psychological factors, psychologists might provide better treatment recommenda-

tions and might be able to intervene before increased aggravation of disorders. Thus, the purpose

of this dissertation is manifold.

The goals are to support the prevention of adverse clinical outcomes, the creation of person-

alized treatment strategies, and eventually the enhancement of treatment efficacy by support-

ing decision-making processes. Therefore, the overall obstacle this dissertation tackles is the

generation of increased insight about patients’ behavior and subsequent prediction of various

psychological factors and treatment outcomes by exploring and developing machine learning

approaches in digital health interventions.

1.2 Background and state of the art

This section introduces the psychological factors and outcomes that are utilized as target variables

for the application of machine learning approaches in this dissertation. Psychological research and

existing studies that focus on the application of machine learning in the field of e-mental-health

are demonstrated.

1.2.1 Inference and prediction of data in e-mental-health

In e-mental-health, the application of machine learning and analysis and prediction of mental

health-related data is still in its infancy and comprises a variety of subdomains. The follow-

ing section illustrates related literature in the subdomains this dissertation focuses on and

demonstrates their importance.

Mood levels
Mood disorders affect the physical health of suffering patients as well as social communication;

illustrating the importance of analyzing mood levels in research (Byrne and Byrne, 1993; Byrne,

1986). Evidence-based treatments for depression such as cognitive behavioral therapy exist

(Dobson and Dobson, 2009), however, they are often not individualized to specific patients even

though these patients might not be affected similarly. Various research projects attempted to

predict mood levels based on different types of data. Likamwa et al. (2013), for example, utilized

unobtrusive mobile phone data of 32 students in order to predict the mood level and mood

fluctuations. They applied multi-linear regression models for an individualized prediction of

mood. They were able to predict the mood level with up to 93% accuracy. Zulueta et al. (2018)

analyzed the relationship between mood disturbances and mobile phone keyboard data in patients
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suffering from bipolar disorder. Based on these data, the authors created various features such as

session length, autocorrect rate, or backspace ratio. The features were then mapped to cognitive

and behavioral domains, for example, social activity (increase in keyboard activity). Mixed effect

linear models were used for the prediction of depressive symptoms. They found that keystroke

data does predict depressive symptoms and mood disturbances. Fluctuations in mood have also

been predicted based on acoustic data. Weidman et al. (2020) extracted 88 acoustic features from

audio recordings of individuals and subsequently utilized three machine learning techniques,

namely random forests, neural networks, and support vector machines in order to predict within-

person mood fluctuations. However, the performance of either machine learning technique did

not lead to a substantially better performance compared to chance. Thus, this study indicates

that predictions of mood fluctuations are not yet possible by using acoustic data (Weidman et al.,

2020). Additionally, various studies utilized Ecological Momentary Assessment (EMA) data to

predict the mood level of individuals (Kanning and Schlicht, 2010; Mikus et al., 2018; Starr and

Savila, 2013; Van Breda et al., 2016). These studies applied different machine learning techniques

such as recurrent neural networks, linear regression, or multi-level models. The authors showed

that the utilization of EMA data in this context can contribute to the predictive performance of

statistical procedures, revelation of relationships between psychological factors, and is therefore

an appropriate type of data in order to predict the mood level of individual patients. However,

there are also other studies, for example by van Breda et al. (2018), who found that utilizing

EMA data does not lead to a significantly improved predictive performance. It is, thus, important

to analyze if a significant signal exists in EMA data that can help to predict psychological factors.

Self-esteem levels
Self-esteem is important for an individuals’ general well-being and mental and physical health

(Lemola et al., 2013; Steiger et al., 2014; Trzesniewski et al., 2006). Various studies utilized self-

esteem as a predictor for depression (Cheng and Furnham, 2003; Orth et al., 2008; Park and Yang,

2017; Steiger et al., 2014). Steiger et al. (2014), for example, showed that low levels of self-esteem

as well as changes in self-esteem influence depression states of individuals. Specifically, based on

a 23-year longitudinal study, they found that self-esteem levels and changes in self-esteem are

predictors for depression in adulthood. Individuals who experienced low self-esteem in adolescent

years were more likely to develop symptoms of depression two decades later (Steiger et al., 2014).

Another study by Orth et al. (2008) also found that low levels of self-esteem significantly predict

subsequent states of depression. These studies support the vulnerability assumption, which

understands low levels of self-esteem as a contributor to future depression (Manna et al., 2016).

On the other hand, the scar model assumes low self-esteem to be a consequence of depression.

Research does agree on the fact that low self-esteem levels and depression are related, however,

the actual relationship between these factors is not yet clearly understood (Sowislo and Orth,

2013). Sowislo and Orth (2013) and Manna et al. (2016) compared the vulnerability and scar

assumptions in their articles. Both found supporting evidence for the vulnerability assumption.
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Sowislo and Orth (2013) found that the effect of self-esteem on depression was significantly

stronger than vice versa (β=−0.16 ; β=−0.08 ) while pointing out that interventions focusing

on self-esteem might reduce the risk of depression. Steiger et al. (2015) found evidence for both

models, however, the results indicate a stronger effect for the vulnerability assumption as well.

That might be one indicator for the fact that literature that tries to predict self-esteem is rather

scarce compared to scientific articles that utilize self-esteem for the prediction of depression.

Swann et al. (2007) argued for the importance of designing and delivering interventions for an

improvement of self-views. They argued that individuals who have negative self-views are less

able to cope with general life events. Thus, analyzing and predicting self-esteem can lead to

important information about patients in this context and support their treatment progress.

Intervention outcomes and treatment recommendation
The prediction of treatment outcomes is a challenging task; if successful, however, it can reveal

crucial insight and information for individualized treatment strategies and planning (McMahon,

2014). Various studies aimed at predicting treatment outcomes of an intervention in the field of

mental health. These outcomes were often defined as post-test results or specific psychological

questionnaire scores and were based on data that is gathered before and during the treatment

phase (DeRubeis et al., 2014; Huibers et al., 2015; Proudfoot et al., 2013). A multitude of

predictors were utilized to predict outcomes on a population and individual patient-level such

as therapeutic relationship (Priebe et al., 2011), EMA data and usage/sensor data of mobile

phones (Asselbergs et al., 2016; Becker et al., 2016; Mikus et al., 2018; van Breda et al., 2016),

or log data of programs in Internet-delivered interventions (Whitton et al., 2015). Månsson

et al. (2015), for example, predicted individualized long-term outcomes of patients suffering

from social anxiety disorders by applying support vector machines. They were able to predict

long-term outcomes one year after treatment with 92% accuracy. Pearson et al. (2018) utilized

regularized regression and random forests in order to predict depressive symptoms among

patients that have finished an Internet intervention. They found that the utilized predictors only

had marginal contributions to the predictive performance, however, by applying an ensemble

of the aforementioned machine learning techniques, they were able to reach better predictive

performance compared to their baseline model (a linear model that predicted the outcome based

on the outcomes’ baseline information). Additionally, Saunders et al. (2016) classified 10.693

patients into specific profiles. These profiles showed the predictive capabilities of forecasting

treatment outcomes in psychological routine care. van Breda et al. (2018) used random forests

and general linear models in order to predict therapy success defined by the Patient Health

Questionnaire-9 (Kroenke et al., 2001). They created various encoding and feature selection

settings and showed that baseline data of an Internet-based intervention has predictive power in

forecasting therapy outcomes by reaching AUC values between 0.55 and 0.76.

As depicted, research studies exists for the prediction of psychological outcomes. However,

these predictions and generally machine learning approaches in this context are rarely converted
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into tools and subsequent treatment recommendations in clinical practice (Sacchi et al., 2015).

Literature in this regard is scarce but there are some studies that seek to utilize results of

machine learning applications for recommendations. DeRubeis et al. (2014) developed a method,

the Personalized Advantage Index (PAI), for the transformation of predictive results into recom-

mendations of the treatment selection process for individuals in this context. This PAI essentially

reveals the treatment type that is supposed to be more efficacious on an individual patient-level.

For the creation of the PAI, outcomes of both treatment types are predicted for each patient.

Then, the difference between the predictions is calculated, which indicates the more beneficial

treatment type. However, no costs of treatment types are considered in this approach, which is

often of significance when choosing between different treatment options. Nevertheless, various

studies utilized this approach for recommendations of treatment types such as Lopez-Gomez et al.

(2019) or Huibers et al. (2015). Lopez-Gomez et al. (2019), for example, predicted if Integrative

Positive Psychological Intervention (IPPI-D) or a cognitive-behavioral therapy group intervention

(CBT) was more beneficial for the treatment of depression on a patient-individual level. The au-

thors utilized elastic net regularization for the prediction of change of depressive symptoms. They

found that both treatment types were clinically effective, however, it was predicted that IPPI-D

was more beneficial for 73% of the patients. Another study by Tomlinson et al. (2020) plans on

developing a decision support tool targeting patients that suffer from major depressive disorder.

Here, predictive models such as neural networks and support vector machines will be developed

and evaluated that aim at forecasting effects of various antidepressants. The eventual results

will be utilized in a computerized decision support system in order to support the decision-making

of clinicians and patients on and individual patient-level. This system will consider preferences

of clinicians as well as patients and will be evaluated and compared in a randomized controlled

trial (Tomlinson et al., 2020).

Dropout in digital health interventions
Dropout of patients in Internet-based treatments is an important issue (Melville et al., 2010) and

can be defined as when a patient prematurely discontinues the program. This definition is close

to Eysenbachs description of non-usage dropout attrition, which leads to losing the patient from

the intervention. Internet-based treatments for psychological disorders with minimal therapist

contact have shown to suffer from dropout rates between 30% and 50% (Melville et al., 2010).

Another study found 28% dropout rates for guided (therapist contact) and 74% dropout rates for

unguided (no therapist contact) Internet-based interventions (Richards and Richardson, 2012).

Convincing patients to continuously adhere to the intervention decreases dropout rates and

can simultaneously improve outcomes for individuals while playing a major role for societal

and economic costs (Donkin et al., 2011; Lutz et al., 2018). Predictive modeling can lead to a

deeper understanding of the patients’ behavior and reveal relationships between input data and

adherence. Understanding these relations can support the prevention of dropout (Karyotaki et al.,

2015) since these relationships can support the identification of high-risk patients and provide
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indicators for psychologists on how to intervene. With this information, especially early on in the

intervention, psychologists can target these individuals and develop strategies for persuading

them in order to stay active. Thus, predictive modeling can inform individualized treatment

recommendations in this context.

In the literature, there are studies for two different objectives: revealing relationships between

dropout and other psychological factors as well as predicting dropout of treatment programs.

Research projects that aimed at unraveling the relationship between psychological factors and

dropout found indicators that male gender, lower education, severity of the disease, lower number

of treating therapists, or lower self-esteem levels can possibly lead to a higher risk of dropping

out of treatment (Christensen et al., 2009; Karyotaki et al., 2015; Kegel and Flückiger, 2015;

Reneses et al., 2009). Studies that aim at predicting dropout using machine learning techniques

are scarce, however, a relatively new study by Pedersen et al. (2019) aimed at predicting dropout

among 2684 patients who suffer from chronic lifestyle diseases. They compared various machine

learning techniques such as logistic regression and random forests. Their final model, a random

forest, resulted in 89% precision in classifying dropout.

1.2.2 Acceptance of machine learning in clinical practice

As outlined above, machine learning approaches are evaluated and applied for various purposes

in the context of e-mental-health research. In clinical practice or routine care, however, actual

machine learning based tools are rarely utilized (Clifton et al., 2015; Sacchi et al., 2015; Tri-

antafyllidis and Tsanas, 2019) even though they could lead to beneficial outcomes for individual

patients (Triantafyllidis and Tsanas, 2019). There could be various reasons for this fact. First

of all and as mentioned above, the application of machine learning in clinical practice is in its

infancy and attention to its potential is quite recently received (Clifton et al., 2015). Second,

even though a large amount of data is being collected in clinical practice, data quality plays an

important role in the application of machine learning techniques. Thus, incorrect or incomplete

data can impact analyses and lead to low predictive performance (Scott et al., 2019). Even though

this statement holds for every field machine learning can be applied to, consequences of following

wrong recommendations based on uncertain predictions in the medical domain might not only

have financial consequences but most importantly negative health-related outcomes.

Another reason could be that the analysis of raw data requires collaboration between data

related professionals and clinical experts. The models need to be built and implemented, but

at the same time, these models often depend on expert knowledge from the clinicians in terms

of features included in the analysis. For an assessment of the actual effectiveness of machine

learning in a clinical setting, it might be beneficial to evaluate how these machine learning

techniques and subsequent tools affect patient care as was recently done by Shimabukuro et al.

(2017) for patients suffering from severe sepsis. They found that the utilization of machine

learning led to improved outcomes for patients. Additionally, it might be beneficial to analyze
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potential advantages and disadvantages regarding the application of machine learning in clinical

practice from an experts’ point of view.

1.3 Contribution

Table 1.1 illustrates the articles, the journal or conference they are published in, and the cor-

responding ranking of the journal or conference. The articles are included in the order they

have been published or submitted. This dissertation is contributing to existing research in var-

ious ways. Before delving into the specifics of each chapter, some general contributions of this

dissertation are discussed (Figure 1.1).

Figure 1.1: Contributions of this dissertation.

One contribution is the illustration of how user journey data can be analyzed in the context of

Internet-based psychological interventions based on machine learning techniques. User journey

analysis, also referred to as clickstream data analysis, is well established in the field of Online

marketing (Chatterjee et al., 2003; Nottorf and Funk, 2013). However, its application in the

field of psychology has not yet been examined. Various articles in this dissertation focus on the

analysis of user journey data (Chapter 2,4,5,6). This type of data may be defined as a sequence

of experiences or interactions an individual encounters to reach a specific goal. In the context

of psychological Internet-based interventions, a user journey is the path they take to navigate

through an online program. Because individuals interact with these online programs at various

points in time, a user journey is here defined as observations of a varying set of features for

a particular participant at a specific point in time. The creation of user journey data requires

the transformation of the raw data into a wide format. Chapter 5 illustrates this process in

more detail. In behavioral research, however, scientists typically utilize pretest-posttest designs

when analyzing their data (Dimitrov and Rumrill, 2003). EMA data, for example, are often

ignored in that process even though they perfectly suit a personalized analysis and therefore

can potentially increase the chance of developing more personalized interventions. Thus, this
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dissertation supports the introduction of user journey analysis to the field of psychology and

offers a framework for its application (Chapter 5).

Another contribution of this dissertation is the application, exploration, and evaluation of

machine learning techniques for the prediction of psychological factors and subsequent revela-

tion of correlations between them. Throughout history, the field of psychology has focused on

the explanation of causal mechanism of psychological disorders in order to understand human

behavior while it is often assumed that the statistical model that explains the data best also

creates the best prediction of future behavior (Yarkoni and Westfall, 2017). Thus, it is uncommon

in psychological research to evaluate the predictive performance of applied models but instead to

report goodness of fit (Yarkoni and Westfall, 2017), which is no indicator of predictive performance

when applied to out-of-sample data. In this dissertation, there was thus a focus on the evaluation

of applied machine learning techniques regarding their predictive accuracy. Additionally, complex

predictive models such as Bayesian estimation techniques or ordinal logit models have not yet

been common in the field of social science research (Grilli and Rampichini, 2012; Yarkoni and

Westfall, 2017). However, a continuously growing body of research projects acknowledges and

utilizes machine learning in this context as also outlined above (Dwyer et al., 2018; Shatte et al.,

2019). Furthermore, statistical models were adapted in order to consider patient-individualized

parameters. Through this approach, personalized effects can be revealed that can lead to deeper

insight about the patients’ behavior (i.e., one patient might be affected differently by certain

executed activities compared to another patient). In Chapter 7, limitations and potentials of the

application of machine learning techniques in clinical practice were analyzed from a psychother-

apists’ point of view - possible drivers and inhibitors of the utilization of machine learning in

psychotherapeutic treatment are discussed.
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Paper Journal Ranking

Predicting the individual mood level

based on diary data (Chapter 2)

Full paper published at Euro-

pean Conference on Information

Systems (2017) and short paper

at ECML/PKDD Nectar Track

(2018)

B (VHB)

Predicting therapy success and costs

for personalized treatment recommen-

dations using baseline characteristics: a

data-driven analysis (Chapter 3)

Journal of Medical Internet Re-

search (2018)1
4.67 (IF)

Heterogeneity matters – predicting self-

esteem in online interventions based on

Ecological Momentary Assessment data

(Chapter 4)

Depression Research and Treat-

ment (2019)

1.85 (IF)

Developing a process for the analysis

of user journeys and the prediction of

dropout in digital health interventions:

Machine Learning approach (Chapter 5)

Journal of Medical Internet Re-

search (2020) (edited version pub-

lished)

5.03 (IF)

Machine learning-based decision sup-

port systems in clinical practice: Poten-

tial and limitations (Chapter 7)

White paper (2020) -

Table 1.1: Published articles in this dissertation and the cor-

responding ranking of journals/conferences according to VHB

Jourqual V3 (VHB) and Impact Factor (IF) at the time of sub-

mission/publication.

1.3.1 Inference and prediction of data in e-mental-health

This section highlights the contributions of each chapter included in this dissertation. These

contributions can be divided into the topics outlined in Section Background and state of the art.

1This paper received the best paper award of Leuphana University Lüneburg
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Mood levels
In Chapter 2, the mood level of individual patients was predicted based on free text diary

data. The contribution of this article is manifold. A two-step approach was developed in which

the free text of the patients was first classified into different activity categories by utilizing

a bag-of-words approach and recurrent neural networks. Then, partial ordered logit models

were developed. Reasons for mental problems and disorders can differ among individuals. The

human mind and behavior are unique. How psychological factors influence one another on an

individual patient-level therefore plays an important role in therapeutic processes. Thus, the

logit models were modified in order to account for individual behavior of the patients and the

parameters were estimated by using Bayesian estimation techniques. This two-step approach

is a new contribution and indicates one possibility for a personalized analysis of free text data.

Additionally, the individualized prediction of mood and how the mood is affected by daily executed

activities can offer valuable information for psychotherapists.

Self-esteem levels
Even though it is strongly debated if depression predicts self-esteem or vice versa, researchers

agree that self-views do represent an important factor for depression (Orth et al., 2008). Thus,

Chapter 4 focuses on the prediction of self-esteem based on EMA data by utilizing two different

models that account for the ordinal structure of the data. Continuing the work of Chapter 2,

these ordinal logit models included varying degrees of heterogeneity among the patients and

the parameters were estimated using Bayesian estimation techniques. These models were then

evaluated based on various predictive performance measures. The results indicated that models

that allow for more heterogeneous parameters lead to an increased prediction performance. Thus,

one contribution is the emphasis and evaluation regarding the implementation of individual

parameters into the models. Subsequently, this article demonstrated patient-individualized

inferential results. Self-reported sleep quality or enjoyed activities could influence patients

differently. The revelation of such differences in impact can support decision-making processes of

practitioners by gaining deeper insight into patients’ behavior implying that personalized models

could lead to the development of personalized treatment strategies.

Intervention outcomes and treatment recommendation
Chapter 3 of this dissertation focused on two topics: the prediction of outcome and costs of

treatment, and based on that, individualized treatment recommendations whenever multiple

treatment types exist for the patients. Following Dwyer et al. (2018), who mention that there are

no patient-individualized methods for the selection of treatment options in psychotherapeutic

treatment, Chapter 3 closes this gap and offers a possible solution for this task. In this article,

outcomes and costs were predicted based on baseline data from a two-arm randomized controlled

trial on an individual patient-level before the onset of treatment. Various machine learning

techniques were evaluated in this process. Then, the incremental cost-effectiveness ratio (ICER)
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was applied to the predictions in order to find the most appropriate treatment type for an

individual patient. This combination, the utilization of predictions and the ICER, for personalized

treatment recommendations is a novel approach in this context and can lead to increased

outcomes for patients and decreased associated costs. Even though similar to the research of

DeRubeis et al. (2014) regarding the prediction of treatment outcomes, Chapter 3 also considered

costs in the process of treatment recommendation and utilized the ICER as a selection tool.

Dropout in interventions
Chapter 5 contributes to existing research by providing a framework for the analysis of user

journey data and application of machine learning techniques in the context of digital health

interventions. A step-by-step guide for this type of analysis was introduced and discussed. Addi-

tionally, a technical implementation for the research community was provided. This framework

was then applied to data from an automated web-based program in order to predict dropouts of

patients at different points in time of the intervention. As it is important to identify high-risk

dropout patients early in the intervention (Lutz et al., 2018), and the applied framework reached

predictive performance better than chance early on, the application of the framework was a

success in this regard. Because it is important to understand how variables influence dropout

(Melville et al., 2010), Shapley additive explanation values (SHAP) were utilized for revealing

the importance and impact of the features. This metric is a relatively new concept in the field of

machine learning (Lundberg and Lee, 2017) and has not yet been utilized in the field of psychology.

Because the number for participants was limited in the study, the developed framework was

repeatedly applied to a larger commercial dataset in Chapter 6, which resulted in similar and as

well promising results.

1.3.2 Intention to utilize machine learning in clinical practice

Research indicates that the application of machine learning in psychotherapy might be beneficial

for the patients and improve care (Clifton et al., 2015; Shatte et al., 2019; Wallace et al., 2012)

while utilization of such tools is uncommon in clinical practice (Sacchi et al., 2015). Regardless

of how beneficial the application of machine learning techniques in psychotherapy may be, if

practitioners claim no interest in adopting decision support systems based on machine learning,

no such systems will be utilized. Thus, Chapter 7 explored the potentials and limitations of

machine learning based decision support systems in clinical practice. For this purpose, eight

semi-structured interviews with professional psychotherapists were conducted. The resulting

data were qualitatively analyzed. To the best of my knowledge, no study to date has investigated

potentials and limitations of machine learning in this context from a psychotherapists’ point of

view.
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1.4 Utilized data

A variety of data was used in this dissertation for the analysis and prediction of the different

aspects outlined above. The data utilized originates from two EU-funded projects E-COMPARED2

and GET.ON3. Additionally, data from the Sleep Healthy Using The InternetTM (SHUTi)4 program

has been used. The E-COMPARED project was a comparative study aiming to assess the clinical

and cost-effectiveness of blended cognitive behavioral therapy treatment for major depression

compared to TAU (treatment as usual). The GET.ON project developed online-based health

programs in order to generally prevent diseases, promote health factors, and support patients

during the process of finding a place on a treatment program. SHUTi is a personalized and

interactive online application that is designed to improve the sleep of adults with insomnia.

The types of data, a brief description, and the corresponding chapter in which the type of

data was used are illustrated in Table 1.2. Each project gathered baseline data. Baseline data

usually cover information before the start of an intervention, include a variety of questionnaires

tailored to the specific disease the intervention focuses on, and serve as a comparison for the

evaluation of treatment and its effectiveness. Another type of data that was gathered in each

project is EMA data. Dairies, one form of EMA data, were utilized in this dissertation. They are

indicators for symptoms, behavior, and cognition close in time to the participants’ experience in

their natural environment and can take on the form of a rating on a scale or free text provided

by the patients (Iida et al., 2012). Furthermore, log data of the Internet-based program such

as patient individual logins to the system or sent emails have been used. This type of data can

support the understanding of patient engagement with the intervention, indicate possible factors

for individualizing treatment designs (Morrison and Doherty, 2014), and might be a predictive

factor of various mental disorders. Additionally, semi-structured interviews were conducted,

transcribed, and utilized for a qualitative analysis in Chapter 7.

2http://www.e-compared.eu/
3http://www.geton-training.de/
4https://www.myshuti.com
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Type of data Description Chapter

Baseline data Various questionnaires filled out before the

onset of treatment

3,5,6

Ecological Momentary

Assessment (EMA)

Diaries kept by the patients 2,4,5,6

Log data Interaction with computer system 5,6

Interviews Semi-structured interviews with profes-

sional therapists

7

Table 1.2: Types of data utilized in the articles included in this

dissertation.

1.5 Conclusion

This dissertation demonstrates how machine learning techniques can be modified and applied in

the context of digital health interventions. The results are promising and indicate the possibility

for substantial health-related as well as financial benefits. The developed approach that supports

the selection of most suitable treatment types for patients can increase treatment outcomes

for individuals while at the same time saving financial resources. Including patient-specific

parameters in the machine learning techniques have shown to provide deeper information

about the patients, especially important in terms of patient-specific recommendations, even

though these models are computationally more expensive. Additionally, inferential results have

illustrated how various psychological factors are intertwined. The provided process for user

journey analysis in this context could lead to an increased usage of this type of analysis based on

machine learning in psychological research and eventually improve decision-making of experts

in the field. Successful prediction of dropout in digital health interventions has been shown to

be feasible based on this process. Acting on these predictions and developing possible micro-

interventions for targeting high-risk patients is a next step for the evaluation of such predictions

in clinical practice. Thus, even though this dissertation does provide valuable insight and these

approaches are validated based on the utilized data, they have not been implemented in clinical

practice or randomized controlled trials. The next step would be to utilize such models and

evaluate their benefit for professionals and patients in the field of mental health.

A major limitation of this dissertation is the size of the utilized data. This limited number

of observations leads to high uncertainty of inferential results and predictions. Consequently,

the predictions might, in some cases, not be reliable enough in order to be utilized in clinical

14



1.5. CONCLUSION

practice. Thus, the approaches outlined in the articles would need to be evaluated based on

various datasets that include a higher number of patients. In order to evaluate the process

developed in Chapter 5, it was applied to a commercial and larger dataset in Chapter 6. The

results were very promising as well.

EMA data is utilized in Chapter 2, 4, 5, and 6. The used EMA data might not represent the

full psychological factor (i.e. self-esteem was not measured with the widely accepted Rosenberg

Self-Esteem Scale (Robins et al., 2001) but only consists of one question). It is questionable if

one question for the EMA measures can capture complex emotions and states such as mood or

self-esteem. Additionally, self-reported data is not evaluated by a professional; thus, it can lack

objectivity and can also lead to falsely reported data and social desirability bias (Logan et al.,

2008; Moskowitz and Young, 2006). Another limitation most studies suffer from is the number

of missing values contained in the datasets. Incomplete data can impact analyses and result in

reduced predictive accuracy. Omitting or imputing observations that include missing data are

viable options for handling them. However, both options can bias estimates and can potentially

lead to higher uncertainty and subsequently invalid conclusions.

Nevertheless, there is room for further research. The additional utilization of unobtrusive

measures through smartphones or smartwatches such as GPS or accelerometer data, text mes-

sages, or screen time data, as already introduced by various research projects, could lead to an

increased predictive performance of machine learning techniques and insight about the patients’

behavior. Situations in which psychotherapists could intervene when critical levels of psycho-

logical factors are reached could then be determined more accurately. In addition, chatbots that

communicate with patients and enable the booking of appointments or help to diagnose diseases

based on entered symptoms could increase cost-effectiveness and allow for continuous monitoring

of patients and subsequent transmission of reminders. The collected data from chatbots could

then be used to improve machine learning outcomes. Besides additional information that can

be utilized as input for machine learning techniques, more studies are needed that evaluate the

performance and benefits of machine learning in digital health interventions. In this context, deep

collaboration between psychologists and data specialists is needed in order to combine machine

learning techniques and experimental designs for the evaluation of such models. Without this,

the integration of decision support systems based on machine learning in clinical practice seems

improbable.
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Abstract

Understanding mood changes of individuals with depressive disorders is crucial in order to

guide personalized therapeutic interventions. Based on diary data, in which clients of an online

depression treatment report their activities as free text, we categorize these activities and predict

the mood level of clients. We apply a bag-of-words text mining approach for activity categorization

and explore recurrent neural networks to support this task. Using the identified activities, we

develop partial ordered logit models with varying levels of heterogeneity among clients to predict

their mood. We estimate the parameters of these models by employing Markov Chain Monte

Carlo techniques and compare the models regarding their predictive performance. Therefore,

by combining text mining and Bayesian estimation techniques, we apply a two-stage analysis

approach in order to reveal relationships between various activity categories and the individual

mood level. Our findings indicate that the mood level is influenced negatively when participants

report about sickness or rumination. Social activities have a positive influence on the mood. By

understanding the influences of daily activities on the individual mood level, we hope to improve

the efficacy of online behavior therapy, provide support in the context of clinical decision-making,

and contribute to the development of personalized interventions.
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CHAPTER 2. PREDICTING THE INDIVIDUAL MOOD LEVEL

2.1 Introduction

A good state of mental health is crucial for every individual as it provides general motiva-

tion in achieving life goals and a healthy environment. However, many individuals lack

proper mental health and suffer from a variety of mental health disorders. Studies report

a striking 7% of the European society as having suffered from major depression (Wittchen et al.,

2011). Depression, being just one out of hundreds of various types of mental disorders, creates

a mental, social, emotional, and financial burden that not just affects the 7% of individuals

diagnosed, but also the families of those individuals while at the same time even imposing

financial expenses at the government level (Gustavsson et al., 2011; Leger, 1994). In the health

sphere, major depression is associated with a substantial loss of quality of life and increased

mortality rates (Buntrock et al., 2014).

Since mood changes can play a crucial role regarding depression and are experienced by

many individuals on a daily basis, we focus on the prediction of the mood level in this study.

The changes of mood can be affected by executed activities and varying events throughout the

day (Weinstein and Mermelstein, 2007). These events and subsequently mood levels have a

stake in determining well-being and cognitive functions such as problem solving (Isen et al.,

1987), creativity, and the performance level (Nadler et al., 2010). Because various activities from

walking a dog, to volunteering, cleaning the house, or having a drink out with friends affect mood

in different and complex ways (Weinstein and Mermelstein, 2007), we attempt to analyze the

effects that different activities can have on the mood level of an individual. Despite the fact that

the importance of daily activities for a person’s happiness and well-being is well known (Tadic

et al., 2013), there is no specific indicator of how different activities explicitly affect the mood

level of a client. Although it is recognized that changes in mood exist - the actual origin of them

and how certain activities are connected with mood changes is not yet understood completely

(Weinstein and Mermelstein, 2007). In that context, we hope to provide further insight.

For our approach, we utilize diary data that is provided by participants of an online depression

treatment (Buntrock et al., 2014). Diary data is often collected using Ecological Momentary

Assessments (EMA) (Iida et al., 2012; Smyth and Stone, 2003). These methods and online

healthcare treatments have been established in order to treat depression and other mental

disorders; resulting in the collection of a new kind of data. EMA methods are one option to collect

data on symptoms and behavior close in time to a clients experience - and most importantly - in

their natural environment (Iida et al., 2012). These methods and Internet-based treatment in

general can potentially lead to an increase of quality of treatment by providing deeper insight

into the daily lives of the participants (Eysenbach, 2001; Iida et al., 2012).

The field of Information Systems (IS) can contribute to gaining insight into individual behavior

and E-Mental-Health in different ways (Agarwal and Dhar, 2014). Developing statistical models

and applying techniques such as text mining for the analysis of data represent powerful ways of

improving the understanding of clients in therapeutic treatments. They simultaneously provide
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2.2. RELATED LITERATURE

the opportunity to reveal relationships and effects between psychological concepts (Agarwal and

Dhar, 2014) and can therefore inform decision-making in the E-Health sector (Jardim, 2013).

In this study, we utilize text mining techniques in order to categorize free text diary data

and use partial ordered logit models to subsequently predict the mood level. By doing so, we

illustrate the importance of accounting for heterogeneity among individual clients. For parameter

estimation, Markov Chain Monte Carlo (MCMC) techniques are employed. Besides studying

the relationship between activities and the mood level, we contribute to the field of Information

Systems by providing a mixed method approach to analyze diary data. We can further support

the decision-making process in online therapy by, for example, offering important insights into

how and when to intervene in online therapy.

In the following chapters, we first discuss related literature. We then present the experimental

setting of our study including a brief description of the dataset, introduce the predictors, and

describe our text mining approach and model development. Finally, we illustrate the results,

point out some limitations, and conclude our work.

2.2 Related literature

A low mood level can potentially result in severe depression (Minden, 2000). An entire set of

behavioral patterns are affected by mood changes and a low mood level. Since we know that

different activities influence the mood in various ways (Weinstein and Mermelstein, 2007), it

is increasingly important to study and evaluate the impact of daily events on the mood level of

participants. In this chapter, we demonstrate the importance of this topic in general and illustrate

the state-of-the-art regarding mood changes. We do not specify activity categories in this chapter

but illustrate general relationships of psychological concepts and mood.

According to early research in the field of behavioral theories, pleasant events have great

potential of improving the mood level of individuals and general well-being (Grosscup and

Lewinsohn, 1980; Lewinsohn and Amenson, 1978). Researchers have also identified the existence

of a relationship between specific activities such as exercise (Wang et al., 2012) or social activities

(Byrne and Byrne, 1993; Clark and Watson, 1988) and the mood level of individuals. In recent

years, the impact of low moods was further investigated whereas serious consequences could

be identified. In the case of experiencing long-lasting and "excessive" low mood levels, severe

depression can occur (Nesse, 2000). This state of enduring negative mood can subsequently lead to

low self-esteem, pessimism, sadness, loss of pleasure in favorite activities, and even an increased

risk for cardiovascular disease (Both et al., 2008; Nesse, 2000; Penninx et al., 2001). Besides

that, Donaldson and Lam (2004) find a relationship between depression, mood, rumination, and

problem solution skills. Specifically, they reveal that depressed and ruminative participants with

a lower mood level are more challenged by problems and deliver less effective solutions compared

to less ruminative individuals. Additionally, Reis et al. (2000) utilize hierarchical linear models
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in order to analyze factors that influence emotional well-being. Their results indicate that three

concepts are crucial for an individual - autonomy, competence, and relatedness. They also find

that the mood level is explicitly increasing on the weekend and decreasing on Mondays. The

latter finding is also consistent with the results of Becker et al. (2016) who seek to predict the

mood level of 27 healthy Dutch students by utilizing smartphone-based data and a varying set of

statistical methods.

Regarding our approach of categorizing free text into activity categories, we are not the

first to implement text mining techniques. Balog et al. (2006), for example, provide solutions

for determining mood changes and irregularities in blog posts. Their work compares corpus

frequencies of terms which lead to an identification of the decisive factors regarding mood

changes. Kramer et al. (2014) utilize bag-of-words techniques (Linguistic Inquiry and Word

Count) and study how emotional posts spread on Facebook. They find that a reduction in positive

news leads to less positive and more negative posts by users and vice versa.

Improving predictions of psychological concepts such as mood can lead to essential benefits

for clients and reduce health care costs (McMahon, 2014). Since it is often difficult for therapists

to predict specific outcomes for patients (Hannan et al., 2005), computerized methods can help

and support the decision-making process (Garg et al., 2005). Bright et al. (2012), for example,

found that clinical decision support can lead to improved preventive care services. Furthermore,

various researchers utilize predictive models in the field of E-Mental-Health in order to reveal

relationships between concepts or investigate the acceptance of technological systems (Chih

et al., 2014; Hah and Bharadwaj, 2012; Hippisley-Cox et al., 2008; Wilson and Lankton, 2004).

Therefore, it is increasingly important to develop approaches and models in order to further

support the therapist’s work and aim to provide efficient tools that can enhance decision processes

and eventually individual outcomes. To the best of our knowledge, there is no study that seeks to

categorize free text diary data from interventions and simultaneously predicts specific outcomes.

2.3 Setting, predictors, and extracting activities

The dataset utilized in our research is acquired from two separate trials of an online depression

treatment that "evaluate the efficacy of a newly developed guided self-help Internet-based

intervention compared to an online psychoeducation on depression" (Buntrock et al., 2014; Ebert

et al., 2014). The participants are recruited from the German population via the GET.ON1

research website. The dataset represents the responses of 440 clients who are 18 years or older,

suffer from subthreshold depression, do not have a major depressive episode, and have Internet

access. Participants who have a history of psychotic disorders, currently receive psychotherapy,

or show a notable suicidal risk are excluded (Buntrock et al., 2014; Ebert et al., 2014). All clients

gave their informed consent. Our dataset is based on an activity diary that has been kept by

1http://www.geton-training.de/
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the participants; the data has been gathered through a secured online-based assessment system

(Buntrock et al., 2014).. In this diary, the clients specify their daily activities as free text and

simultaneously report their corresponding individual mood level once a day. In total, we received

9,192 diary entries. Most of the analyzed clients are female (76.2%). The majority (82.4%) of

participants are employed (at least part-time) and the average age is 45 years (SD=11.5).

2.3.1 Activity categories

Work related activities
In this study, work related activities are defined as all actions that can be linked to duties on the

job; examples for this category can be ’call at work’ or ’office meeting’. Work related activities can

have positive or negative influences on individuals based on the type of the experience. Great

achievements at work, for example, can increase the mood level and bad experiences at work

decrease the mood state. Stone (1987) and Stewart and Barling (1996) state that work related

stress factors are strongly associated with negative mood and especially when not being able to

detach from work, they can also be a crucial aspect for recovery processes (Cropley and Zijlstra,

2011). On the other hand, Tadic et al. (2013) find that participation in daily work related activities

increases the chance of being in a momentary state of happiness. One reason for this finding

could be the fact that work related activities foster cognitive abilities that in turn can result in

greater achievements at work. Interested in the general effects work related activities have on

mood, we examine the effects of good and bad perceived work related activities on the mood level.

We hypothesize negative effects from these events because we assume that the continuous stress

factor of work potentially outweighs possible momentary feelings of satisfaction that arise out of

great work outcomes.

Recreational activities
Recreational activities aim to rebuild psychological resources (Rook and Zijlstra, 2006) and

negative effects that result from exertion (Demerouti et al., 2012). These activities can potentially

increase life satisfaction, distract from work stress, and are an important factor for the sleep

quality of an individual (Sluiter et al., 2003). With work and sleep taking up a large amount

of an individual’s day, it is more important to find other activities that help to cope with the

daily stress many individuals experience. Thus, how an individual spends alone or leisure time is

important for the recovery process (Cropley and Zijlstra, 2011) and can, furthermore, support

overcoming daily stress and, in turn, prevent low mood levels (Qian et al., 2014). In our data, we

define recreational activities as leisure time activities. The reported text fields are only assigned

to the recreational activity category if they are executed completely alone (otherwise they would

be assigned to the category social activity which will be introduced below). We expect recreational

activities to have a positive effect on the mood level.
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Necessary Activities
We define necessary activities as the kind of action that is frequently needed in an individual’s life.

Examples of necessary activities are grocery shopping and household chores such as cleaning and

vacuuming. These activities do not necessarily need to be perceived as negative - however, they

can often be unwanted or tedious activities that require energy and are more likely to decrease

the mood level of an individual (Bolger et al., 1989). We hypothesize negative influences on the

mood level from this activity category.

Exercise
Physical activity can be defined as any movement that requires "energy expenditure". Exercise

is a more structured way of physical activity and seeks to increase physical fitness (Caspersen

et al., 1985). However, in this study, we use the terms interchangeably. Previous literature widely

assumes that both exercise and physical activity in general can influence the psychological

well-being and happiness of individuals positively and can further even benefit the individual

mood state (Byrne and Byrne, 1993; Kanning and Schlicht, 2010; Wang et al., 2012). Netz and

Lidor (2003) also show that clients are often "less anxious, tense, depressed, angry, and confused

after exercising than before". Therefore, we hypothesize positive effects from physical activities

on the mood level.

Sickness
Sickness can lead to decreasing levels of mood and previous literature already indicates that life

threatening diseases such as stroke and cancer influence the mood level negatively (McCorkle

and Quint-Benoliel, 1983; Robinson et al., 1984). But how does the state of "normal and every

day life sickness" such as a cold or a headache influence the mood level? In an attempt to answer

this question, we use this activity category as predictor to measure its influence and predict the

individual mood level. We expect this category to have a negative influence on the mood.

Sleep related activities
Sleep loss can be associated with changes of mood, fatigue, and stress (Dinges et al., 1997; Rosen

et al., 2006). But sleep can also be perceived as a state of relaxation and rest when experiencing

good sleep quality and an appropriate amount of sleep. Under that condition, sleep can be used

to recover and improve the mood level (Bolger et al., 1989; Dinges et al., 1997). Therefore, we are

interested in how sleep affects the mood level of the participants. We are uncertain of how sleep

related activities affect the mood level.

Rumination
We define rumination as a state of repetitively reflecting and thinking about upsetting situations

and life in general. Rumination can possibly lead to a multitude of negative emotions (Thomsen

et al., 2003). Furthermore, depressed individuals are more "self-focused" than non depressed
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individuals (Ingram and Smith, 1984; Larsen and Cowan, 1988). Ruminative responses, a specific

type of self-focusing, represents the state of primarily thinking about depressive symptoms and

their consequences (Nolen-Hoeksema and Morrow, 1993). Constantly being reminded of those

symptoms and their aftermath can have a negative effect on the mood level of individuals. On the

other hand, ruminative phases might provide insight and support to overcome personal problems

(Watkins and Baracaia, 2001). In our analysis, the free text fields are assigned to the rumination

category whenever states of serious thoughts are reported. Therefore, we include positive as well

as negative thoughts in our rumination category. Nevertheless, we hypothesize negative effects

on the mood level from this category.

Social activities
Social activities have been shown to result in an increased "positive affect" for individuals

(Weinstein and Mermelstein, 2007). Previous research finds a consistent positive relationship

between social activities and a person’s mood level (Clark and Watson, 1988; David et al., 1997).

Moreover, social activeness can also lead to a general increased well-being and improve negative

mood states (Weinstein and Mermelstein, 2007). In our analysis, we define social activities as a

state of spare or leisure time where at least one person is present besides the participant. These

social activities can either be good or bad experiences. We expect positive effects from social

activities on the individual mood level.

2.3.2 Text Mining: Extracting activities

We seek to categorize free text diary data and apply various statistical models in order to predict

the individual mood level of the clients. The aim of this chapter is to demonstrate how we

categorize the free text into the above specified activity categories. For this purpose, we utilize

a bag-of-words (BoW) approach and extent the results by applying recurrent neural networks

(RNN) (Elman, 1990). We use the RNN extension in order to categorize free texts that have

not yet been classified by the BoW technique. The outcomes of both are then compared by their

predictive performance. Figure 2.1 illustrates our approach.
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Figure 2.1: Process of the text mining approaches for the categorization of diary entries.

First, we separate the diary entries into multiple sentences by using the NLP package (Hornik,

2016). The separation of sentences appears necessary because the extent and format of the

content in the diary entries varies tremendously. Some clients only provide keywords whereas

others state short paragraphs for their daily activities. This process results in 21,598 different

sentences. Afterwards, we convert the free text to lower case and remove punctuation, numbers,

and stop words (words that do not have any contribution in content, i.e. here, too, nor, about, etc.)

by utilizing the tm package (Feinerer et al., 2008). In a next step, we identify the most frequent

2-grams and 1-grams and require that they appear at least 10 times in the corpus specified above.

The 177 most frequent 2-grams and the 954 most frequent 1-grams are then manually inspected.

Specifically, two authors independently categorize the most frequent 1- and 2-grams into the

previously defined activity categories. Only the 1- and 2-grams that are assigned identically by

both authors (336 1-grams and 130 2-grams) are utilized for the BoW technique. To measure the

inter-rate agreement rate, we calculate Cohen’s Kappa: For the 1-grams, we achieve a value of .57.

According to Landis and Koch (2008), this value can be considered to be a "Moderate" agreement.

For the 2-grams, the Cohen’s kappa coefficient is .75 ("Substantial") (Landis and Koch, 2008); it

achieves a higher kappa coefficient because it includes more context information.

The algorithm then searches for the n-grams in the free text fields reported by the participants

and assigns them to the activity categories. Whenever a sentence is connected with various

categories, the sentence is assigned multiple times. This method results in 13,426 categorized

sentences. Since 8,032 sentences cannot be categorized by the previously described approach

(they do not contain any of the n-grams), we explore the predictive power of a recurrent neural

network in this context. To do so, we use the 13,426 categorized sentences to train the recurrent
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Figure 2.2: Visualization of the Elman Network.

neural network.

Why do we choose RNN? RNN architectures have been shown to produce strong results in

language processing (Kombrink et al., 2011). One reason for that is the RNN’s capability of word

embedding, this is, each word is represented as a vector and the value of this vector is changed

during learning. After the learning phase, similar words of the same category are in proximity to

each other in the vector space. This fact enables RNNs to extend the available vocabulary for

classifying further sentences.

The RNN is implemented as an Elman network that consists of three layers: the input,

hidden, and output layer (Elman, 1990). In this network, each word is represented as a vector

and presented to the input layer. In the hidden layer, the input is combined with the previous

output of the hidden layer. This result is then redirected into so called "context units". These

context units model a temporal memory that allows the consideration of word sequences. The

word-vectors are then sequentially being presented to the neural network that subsequently

tries to estimate the category of the sentence (output layer). Figure 2.2 illustrates an example of

the classification process of the neural network. In this case, the first word that is presented to

the network is "going". The word vector is combined with the content of the context unit in the

hidden layer. For the first word, the context layer consist of zeros and has no influence because

no word was previously presented. The next word, which is the word "for", is combined with the

previous result of the hidden layer. This specific step is represented in Figure 2.2. After this step,

the context unit consists of a vector representing both words. This process is repeated for each

word of the sentence. In the end, the output layer estimates the probability for each category.

The category with the highest probability is subsequently selected. The RNN classifies 6,225

sentences that are not already assigned by the BoW technique. In the end, 1,807 sentences are not

determined, because these sentences consist of words that do not appear in the 13,426 sentences
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used for training purposes. The results of both approaches are then merged and utilized as input

for the statistical model described in the next section.

2.4 Model development

For analyzing the effects of the activity categories on the individual mood level and predicting

specific outcomes, we use a partial ordered logit model and employ MCMC techniques for es-

timating the parameters. It is important to consider that the effects of activities on the mood

level also depend on factors within the individuals and can therefore be influenced by exclusive

personal and behavioral factors (Gable et al., 2000; Weinstein and Mermelstein, 2007). Therefore,

heterogeneity among clients can be an important aspect in statistical analyses. By developing

multiple models with varying levels of heterogeneity among participants, we not only seek to

compare our models and demonstrate the importance of heterogeneity, but achieve a greater

prediction performance. We hypothesize that the results become more accurate when allowing for

more heterogeneity in the model. In the following, we iteratively illustrate the utilized models

and their modifications which account for an increasing amount of heterogeneity.

The dependent variable in this analysis is the mood level on a scale from one to ten. Even

though the scores on the scale are ranked, the "real" space between them remains unidentified

and cannot be interpreted as real numbers (Norusis, 2010). Ordered logit models address this

challenge and are often used in research when ordinal outcomes are involved (Liu and Koirala,

2012).

θi jt =
P(mood jt ≤ i | x jt)
P(mood jt > i | x jt)

.

In general, this model seeks to estimate the odds θi jt of being at or below a specific rank of

the dependent variable mood jt given the data x jt for each rank i, a specific client j, and every

repeated measurement at time t. Here, mood jt represents the EMA response for the mood level

for client j at time t. x jt is a vector of length eight (for each activity category) where each element

accounts for the number of executed activity for client j at time t. Since specific sentences can be

assigned multiple times - also to different activity categories - and the same activity can also be

executed more than once a day, multiple elements in the vector x jt can exceed one.

The ordered logit model is based on the proportional odds assumption (Peterson and Harrell,

1990). This assumption represents the belief that the relationship between the independent

variables and the outcome of the dependent variable do not depend on the rank (Liu and

Koirala, 2012; McCullagh, 1980; Peterson and Harrell, 1990). Specifically, the independent

variables (activity categories) have the same effect on the outcome variable across all ranks of

the mood level. However, this assumption is often violated in real datasets which can lead to

serious problems of interpreting the results (Liu and Koirala, 2012). When the proportional odds

assumption is violated, models that allow for varying effects of the predictors among the outcome

ranks have been shown to be a better fit compared to the ordered logit model (Liu and Koirala,
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2012). Thus, we perform likelihood ratio tests of the proportional odds assumption by utilizing

the ordinal package (Christensen, 2015) in R. The results indicate a violation of the proportional

odds assumption for the variables social activities, work related activities, necessary activities,

exercise, sickness, and rumination. Based on these results, we then develop a partial ordered logit

model. In this case, only some relationships between predictors and the dependent variable do

not depend on the rank. Specifically, the variables that violate the proportional odds assumption

are allowed to have varying effects among the ranks of the mood level.

(2.1)

ln(θi jt)=αi − (βsocial i xsocial jt +βworki xwork jt +βrecreational xrecreational jt

+βnecessaryi xnecessaryjt +βexercise i xexercise jt +βsicknessi xsickness jt

+βsleep xsleep jt +βruminationi xrumination jt ).

In this partial ordered logit model, αi represents the boundaries of the categories where i = 1, ...,9.

x[...] jt stands for a specific independent variable (executed activity) of participant j at time t and

β[...] are the parameters to be estimated for each predictor. The β-terms vary among the ranks

for the variables that violate the proportional odds assumption which is indicated by the index

i. Equation 2.1 does not account for any heterogeneity among the clients. The parameters that

represent the relationships between the predictors and the dependent variable illustrate the

general influences and do not consider any difference in behavior. This is the first version of the

model (Model 1) we utilize for predicting the mood level of the participants.

Rossi et al. (2012), Farewell (1982), and Johnson (2003) discuss the aspect of "scale usage

heterogeneity". Specifically, this term implies that participants often do not rank a given scale

the same way but develop diverse response styles. This varying behavior can lead to a preferred

usage of the scale (i.e. only using the middle part of the scale) and even to biased analyses (Rossi

et al., 2012). By implementing client specific cutoffs into αi, we seek to address the problem of

a heterogeneous usage of the scale. Specifically, we sample αi from a normal distribution. This

procedure results in nine specific values that represent the cutoffs for the boundaries of the

categories. We then sample user specific cutoffs based on the previously sampled values. This

process is indicated by αi j in the following equation:

ln(θi jt)=αi j − (βsocial i xsocial jt +βworki xwork jt +βrecreational xrecreational jt

+βnecessaryi xnecessaryjt +βexercise i xexercise jt +βsicknessi xsickness jt

+βsleep xsleep jt +βruminationi xrumination jt ).

This model addresses "scale usage heterogeneity" (Model 2). We further hypothesize that not only

differences in scale usage exist among the participants. Precisely, we assume varying effects of

the items (activities) on different participants and we thus implement client specific β-parameter

values to account for the differing influences each concept can have on an individual j. We

sample these user specific values from a normal distribution as well. Therefore, Model 3 is the

modification that only accounts for the varying effects the predictors can have on an individual.
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We also combine both alterations and thus include α and β heterogeneity terms (Model 4):

ln(θi jt)=αi j − (βsocial i j xsocial jt +βworki j xwork jt +βrecreational j xrecreational jt

+βnecessaryi j xnecessaryjt +βexercise i j xexercise jt +βsicknessi j xsickness jt

+βsleep j xsleep jt +βruminationi j xrumination jt ).

For all modifications, the logits for every client j and every response in time t are calculated and

then transferred into a probability. Thereupon, a specific outcome for the dependent variable

(mood level) is sampled from a categorical distribution based on the individual probabilities. We

realize the models in R and include JAGS (Just Another Gibbs Sampler) for MCMC sampling

(Plummer, 2003). We implement three chains in JAGS to create three independent samples from

the posterior distribution. We perform 40,000 iterations when running the MCMC algorithm and

store every twentieth draw from the last 20,000 iterations for each of the three chains. In terms

of convergence, all chains succeed for the reported variables.

2.4.1 Prior settings and model comparison

Based on current literature and our assumptions, we implement specific priors for the predictors.

We decide to set a weak negative prior for the variables work related activities, necessary

activities, sickness, and rumination. Moreover, we implement a weak positive prior for the

variables social activities, recreational activities, and exercise. We also set an uninformative prior

for the variable sleep related activities because we do not have further information or are deeply

assured as to how this variable could influence the mood level. However, by setting a weak prior

for the other predictors we allow for high variance. By doing so, we take previous knowledge,

findings of related literature, and our assumptions into account but allow the data to have strong

influence on the analysis.

Furthermore, we compare our developed models and attempt to obtain information about

the necessary levels of heterogeneity among the participants; concurrently finding the model

that has the greatest performance in predicting the test dataset. We start by estimating the

parameters with the partial ordered logit model, which does not account for heterogeneity among

the participants (Model 1). Consequently, we implement solely scale usage heterogeneity (Model

2; α-terms), only the influences of each psychological concept on an individual (Model 3; β-terms),

and subsequently we estimate the parameters by implementing both heterogeneity terms (Model

4). We compare the models by using the Deviance Information Criterion (DIC) (Spiegelhalter

et al., 2002). The DIC incorporates a measure of fit and a measure of model complexity (Berg

et al., 2004). A smaller DIC value suggests a superior fit to the data. We choose the DIC for

model comparison because it is especially suited for Bayesian models that are estimated by

MCMC methods and it does not require additional Monte Carlo sampling (Berg et al., 2004). This

method has been shown to perform adequately regarding a variety of examples (Berg et al., 2004;

Spiegelhalter et al., 1998). According to Ando (2007) and Richardson (2002), however, the DIC
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can be prone to select overfitted models. Thus, we predict the mood level of the individuals in

the test dataset based on the varying models and each text mining approach and then utilize

the Root Mean Square Error (RMSE) as well as the Mean Absolute Error (MAE) as performance

indicators. In the following section, we present the results of the model comparison and of our

analysis.

2.5 Results and discussion

We utilize free text diary data and categorize them into defined activity categories. First, we

classify the free text by applying a BoW approach. The resulting dataset is then used as input

for partial ordered logit models with different levels of heterogeneity among the participants.

We then extend the BoW approach by utilizing RNN techniques that are trained on the already

categorized data. This enables us to classify an additional set of free text. Consistently, we

repeatedly use the resulting dataset as input for the models and compare model fit and predictive

performance of the text mining procedures and statistical models. Table 2.1 illustrates the results

of the DIC calculation:

Model DIC (BoW) DIC (RNN)
Model 1 (No Heterogeneity) 27717.15 33718.62
Model 2 (α Specific Term) 23644.13 28447.73
Model 3 (β Specific Term) 22775.33 27666.42
Model 4 (α Specific Term & β-Term) 22376.95 26950.70

Table 2.1: Model comparison with different levels of heterogeneity for each text mining approach,
bag-of-words, and RNN.

The reason for an increase of the DIC of the RNN extension in comparison to the BoW

approach is the number of observations in the different datasets. Therefore, we do not compare

the DIC across the text mining approaches but among the varying statistical models. As we

can see, the DIC value is highest for the model without any heterogeneity in both text mining

approaches. This indicates a superior performance of models that account for differences among

the clients and illustrates the importance of heterogeneity. Expecting every participant to behave

the same way is not realistic and therefore it is important to account for differences among the

individuals.

As expected, the model that includes α- and β-terms has the lowest DIC value. Even though

the DIC penalizes the number of parameters in the model, the general fit of this model is better

to an extent where the number of parameters are not affecting the performance of Model 4

compared to the others. Model 3 also appears to be better than Model 2. This might indicate

that heterogeneity in the β-coefficients produces a better balance between model fit and model

complexity. In order to verify these results and achieve an indicator for the predictive performance,

we predict the individual mood values for each text mining approach and model.
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For the comparison and execution of an out-of-sample test, we randomly extract mood entries

and their corresponding activities from the data before training the model. We select at most one

entry for each client, only from users who provide more than one observation, and - of course - only

categorized activities. This random process results in 301 selected mood entries (680 sentences).

We then predict the mood levels of each observation of the test set and compare the results. We

also report performance measures for a so called Mean Model; here, we use the average mood

level of the training set as predictions for the test dataset (in this case the number 6).

Measure Model 1 Model 1 Model 2 Model 2 Model 3 Model 3 Model 4 Model 4 Mean
BoW RNN BoW RNN BoW RNN BoW RNN Model

RMSE 2.32 2.33 1.98 1.98 1.87 1.91 1.81 1.86 1.91
MAE 1.78 1.82 1.48 1.49 1.41 1.41 1.37 1.37 1.53

Table 2.2: Prediction performance for each model and text mining approach.

As illustrated in Table 2.2, we can see that the Mean Model produces a greater predictive

performance compared to the model without heterogeneity and even compared to the model

including scale usage heterogeneity. However, when more heterogeneity terms are accounted for

and the complexity of the model simultaneously increases, the prediction performance clearly

grows. Table 2.2 also indicates that the usage of the RNN does not contribute but rather decreases

the predictive performance compared to the BoW approach. This can potentially arise because the

training data, which is based on the BoW approach, might not be accurate enough for the RNN

to generate new knowledge and connections between the words and categories. Thus, the deep

learning algorithm might only add noise to the prediction. Another reason for this finding could be

that users often specify their activities as keywords - therefore, the RNN cannot contribute to the

prediction. Model 4 for the BoW approach has the greatest prediction performance. Consequently,

we choose this model for our analysis regarding the effects of the activity categories on the mood

level.

Variable 50% 95% - CI
Work related activities -0.15 (-0.78;0.47)
Recreational activities 0.54 (-0.57;1.61)
Necessary activities -0.07 (-0.65;0.53)
Exercise 0.62 (-0.05;1.26)
Sickness -4.92 (-6.35;-3.50)
Sleep related activities -0.25 (-2.14;1.67)
Rumination -5.47 (-7.02;-3.96)
Social activities 1.50 (1.03;1.98)

Table 2.3: Estimated model parameters (significant parameters in bold).

As illustrated in Table 2.3, we find that the category sickness has a strong negative and

significant effect on mood. When being sick, it is a logical assumption and might even be natural

to have a lower mood level. Furthermore, our analysis suggest that the category rumination
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affects the mood level in a negative way. This can be due to the fact that individuals tend to

think more about their problems and reflect on bad experiences rather than on good experiences.

Therefore, negative events outweigh the positive in the stated ruminating activities. We further

find that social activities have a significant positive effect on the mood level. This finding is

consistent with previous research (Clark and Watson, 1988; David et al., 1997; Sonnentag, 2001;

Weinstein and Mermelstein, 2007). Spending time and engaging with others, especially when

they are of a general happy nature, might help people to cope with their problems. Another reason

for this finding might be linked to the uplifting aspect of having some companionship, sharing a

moment, and interacting with somebody else either in conversation or an activity; demonstrating

the powerful force that comes with connecting. This can be literally giving a friend a ring and

exchanging a few words, or calling friends to schedule an in-person meeting. The strong bonds of

friendship can mean support and can provide feelings of enlivenment. Therefore, start browsing

through your phone’s contacts list - it might be time to call up your friends.

The results also indicate a tendency that physical activities influence the individual mood

level positively - even though this result is barely insignificant. Previous literature in the field

of psychology often reveals positive effects from exercise such as enhanced psychological well-

being, reduced anger, and mood improvements in general (Byrne and Byrne, 1993; Kanning

and Schlicht, 2010; Netz and Lidor, 2003; Yeung, 1996). However, we expected a stronger and

significant influence from physical activities.

The rest of the predictors show insignificant results. Especially surprising are the results for

the category recreational activities since we expected a strong positive and significant influence

because activities that are directly chosen by an individual are beneficial; he/she would not have

chosen that specific activity otherwise. The insignificance for necessary activities might be due

to the fact that individuals perceive necessary activities differently. Some clients might enjoy

grocery shopping whereas others do experience this activity as a chore. Furthermore, sleep related

activities could be insignificant because individuals might not perceive a bad sleep experience

as important enough to report. Therefore, a reason for the insignificance of the predictors is

certainly related to the differences in behavior among the participants. Some individuals, for

instance, might feel rewarded to a certain degree after they have finished up duties and therefore

receive positive moods whereas others experience certain activities more as an ordeal. Thus,

we emphasize the importance of individual preferences and heterogeneity by implementing

parameters for every participant in the model and demonstrate how the performance level of

the utilized models, indicated by the prediction performance, increases the more heterogeneity

is implemented. Additionally, some of our findings are consistent with our hypotheses. We can

confirm that daily activities, especially social contacts, rumination, and sickness, do influence the

mood level of individuals, which is consistent with literature in the field of psychology (Weinstein

and Mermelstein, 2007).
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2.6 Limitations and conclusion

We analyze the effects of daily activities on the individual mood level, predict the mood of the

participants, and simultaneously compare a BoW text mining approach including an extension

of this method by coupling BoW and RNN. Furthermore, we evaluate statistical models with

different levels of heterogeneity among the clients. We do so by developing varying partial ordered

logit models and employing MCMC techniques for parameter estimation. Thus, we emphasize

the importance of heterogeneity and seek to foreshadow how analyses and their prediction

performance can be improved by considering individual behavior. Furthermore, our results

support the development of treatment by focusing on factors that negatively influence the mood

level, for example sickness and rumination, and concurrently emphasize and reinforce social

activities. Gaining deeper insight into the relationship between certain activities and mood offers

the opportunity to achieve greater therapeutic success and can additionally provide an indication

for individuals who suffer from mood changes and depression. Therefore, the developed model can

serve as a decision support tool for the treating therapist in order to enhance the well-being of the

individual, improve the quality of therapy strategies as well as the general therapy outcome. The

therapist can then make enhanced decisions of when and how to intervene. Thus, our method can

potentially be utilized by researchers and practitioners to develop and extend decision support

systems for therapeutic interventions in healthcare.

Besides the implications and insight our analysis provides, we also outline some limitations

regarding our research approach. The developed text mining algorithm, for example, does not

classify all reported text fields to the corresponding activity category correctly. Certainly, it is

not simple to classify all text fields accurately because they are often hard to assign in terms of

ambiguity. Besides that, the definition of our categories can be questioned. Our exercise category,

for instance, represents all physical activities. We do not distinguish between type of exercise,

type of sickness, or type of leisure activity. Individuals might also perceive necessary activities

differently whereas some individuals might consider cooking as recreational activity and others

as necessary. This fact can also lead to insignificant results. Thus, more precise definitions and

therefore more categories might result in more accurate outcomes, predictions, implications,

and insight. Moreover, although our analyzed dataset is comparatively large, we only possess

self-reported and optional data from clients. Even though ecological momentary data is perfectly

suited for gathering information on experiences, the data is not reported objectively. Developing

more accurate "psychological and biological" measures can further enhance analyses and make

results more representative (Cropley and Zijlstra, 2011).

Evidently, further room for improvement and more analyses exists. An implementation

of additional categories and other factors such as dropout information or other psychological

concepts can further improve our analyses. Developing an enhanced text mining approach can

potentially increase prediction performance and at the same time provide a more accurate support

system. In the future, we seek to implement such factors, create other techniques to categorize
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text fields, develop more statistical models to gain deeper insight into the clients’ behavior, reveal

relationships between psychological concepts in order to support and help clients in need, and

simultaneously make an attempt to provide guidance for more personalized interventions and an

increased therapy success.
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(2018). Predicting Therapy Success and Costs for Personalized Treatment Recommendations
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Abstract

Background: Different treatment alternatives exist for psychological disorders. Both clinical

and cost effectiveness of treatment are crucial aspects for policy makers, therapists, and patients

and thus play major roles for healthcare decision-making. At the start of an intervention, it is

often not clear which specific individuals benefit most from a particular intervention alternative

or how costs will be distributed on an individual patient level.

Objective: This study aimed at predicting the individual outcome and costs for patients before

the start of an internet-based intervention. Based on these predictions, individualized treatment

recommendations can be provided. Thus, we expand the discussion of personalized treatment

recommendation.

Methods: Outcomes and costs were predicted based on baseline data of 350 patients from a

two-arm randomized controlled trial that compared treatment as usual and blended therapy

for depressive disorders. For this purpose, we evaluated various machine learning techniques,

compared the predictive accuracy of these techniques, and revealed features that contributed most

to the prediction performance. We then combined these predictions and utilized an incremental
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cost-effectiveness ratio in order to derive individual treatment recommendations before the start

of treatment.

Results: Predicting clinical outcomes and costs is a challenging task that comes with high uncer-

tainty when only utilizing baseline information. However, we were able to generate predictions

that were more accurate than a predefined reference measure in the shape of mean outcome and

cost values. Questionnaires that include anxiety or depression items and questions regarding

the mobility of individuals and their energy levels contributed to the prediction performance.

We then described how patients can be individually allocated to the most appropriate treatment

type. For an incremental cost-effectiveness threshold of 25,000 C/quality-adjusted life year, we

demonstrated that our recommendations would have led to slightly worse outcomes (1.98%), but

with decreased cost (5.42%).

Conclusions: Our results indicate that it was feasible to provide personalized treatment recom-

mendations at baseline and thus allocate patients to the most beneficial treatment type. This

could potentially lead to improved decision-making, better outcomes for individuals, and reduced

health care costs.

3.1 Introduction

In a clinical context, different forms of behavioral interventions such as face-to-face or

internet-based treatments exist for patients with depressive disorders. Clinical and cost

effectiveness studies provide important knowledge regarding these treatment alternatives

(Ryder et al., 2009). However, questions remain as to which particular individuals prefer particu-

lar treatment types or receive an increased benefit from one specific treatment option over another,

especially before the treatment begins. Therapists or other clinicians often make decisions based

on personal understanding and experience, leading to high uncertainty or nonoptimal decisions

(Ryder et al., 2009). This uncertainty can potentially result in worse treatment outcomes for

individuals and increased health care costs. Simultaneously, policy makers and stakeholders in-

creasingly demand cost-effectiveness evidence in order to support their conclusions and decisions

(Knapp, 1999).

For supporting these admittedly difficult and complex decisions, approaches exist based on

cost analysis or decision analysis (Ryder et al., 2009; Van Breda et al., 2016). The incremental

cost-effectiveness ratio (ICER) is a widespread indicator for cost effectiveness (Russell et al.,

1996). The goal is to support the mentioned decisions by identifying actions that, on average,

maximize a specific result (Ryder et al., 2009) such as quality-adjusted life years (QALYs). The

ICER is applied on a population level, which means that average values of costs and outcomes

are considered for population-level decisions (Ryder et al., 2009; Sculpher, 2015). This procedure

does not consider any heterogeneity among individuals regarding outcomes and costs. Individual

patients, for example, respond differently to treatment and have varying mindsets regarding
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risks (Ioannidis and Garber, 2011; Kravitz et al., 2004). Thus, the average outcomes and costs

often do not necessarily represent the best decision for an individual (Ioannidis and Garber,

2011). Even though these aspects are well known, cost-effectiveness analyses based on average

values are still widely used (Ioannidis and Garber, 2011).

Predictive analyses can provide crucial insight into aspects that influence outcomes and

costs of interventions and can be beneficial for patients as well as society (Jones et al., 2007).

Research that seeks to forecast outcomes for patients with depression already exists. One

study, for example, predicted treatment success in the domain of depression and showed that

baseline data has predictive power in this context (van Breda et al., 2018). Another study

predicted treatment outcomes of treatment-resistant patients with depression and thereby

revealed important predictors such as severity and suicidal risk, among others (Kautzky et al.,

2018). These types of statistical procedures can ultimately result in the development of decision

support systems in the context of health interventions. In the field of depression treatment, these

systems often lead to positive effects and even a reduction of symptoms in various situations

(Triñanes et al., 2015).

This study focused on making personalized treatment recommendations. For this purpose,

we predicted the outcomes and costs for different treatment types, at baseline, on an individual

patient level. We applied various machine learning techniques, evaluated them based on their

predictive performance, and revealed important features that contributed to the prediction. In

order to derive personalized treatment recommendations, we applied an individualized cost-

effectiveness analysis based on the ICER. Unlike its traditional utilization based on the ratio

of average values, we used individual predictions for each treatment type and its alternative.

The predictions and their generated information can provide additional knowledge and enable

practitioners, as well as researchers, to individually assign patients at baseline to their most

appropriate treatment type in terms of outcomes and costs. This approach is applied to data from

an internet-based two-arm randomized controlled trial in the domain of depression.

The forecast of individual outcomes and costs is one of the most important aims in clinical

research (Dunlop, 2015), and personalized analyses and illustrations of cost effectiveness in this

context are of increased interest and need (Ioannidis and Garber, 2011; O’Hagan and Stevens,

2002). Thus, we contribute to existing research by attempting to predict these factors at the start

of treatment for each individual and by further proposing a conceptual approach for treatment

recommendations, as applied to empirical data.

3.2 Methods

3.2.1 Data and preprocessing

The data we utilized originate from the European Union-funded project E-Compared in which

the clinical and cost effectiveness of blended treatment (BT) for depression, where internet-based
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and face-to-face treatments are combined in one integrated treatment protocol, is evaluated

and compared with treatment as usual (TAU) in 9 different countries (Kleiboer et al., 2016).

Participants were aged 18 years or older, met criteria for a major depressive disorder, were not of

high suicidal risk, were not being treated for depression, and had access to an internet connection.

Table 3.1 illustrates the different questionnaires used in the study.

Data Description
1 Demographic data N/A

2 Current treatment Current treatment type, medication, provider

3 MINI International Neuropsychiatric Interview
Structured clinical interview for
making diagnoses

4
Quick Inventory of Depressive Symptomatology
(16-Item) (Self-Report)

Quick Inventory of Depressive Symptomatology

5 Patient Health Questionnaire-9 Questions regarding depressive symptoms

6 5-level EQ-5D
EuroQol questionnaire;
measuring generic health status;
for calculation of quality-adjusted life years

7 Costs Associated with Psychiatric Illness
Measurement of healthcare costs
and productivity losses

8 Treatment preferences
Individual preferences for blended treatment
or treatment as usual

Table 3.1: Data utilized in this study.

The data consisted of individualized information regarding depressive symptoms, medical

costs, and other factors. These questionnaires are widely utilized and known and can be found

elsewhere (EuroQolGroup, 1990; Hakkaart-van Roijen et al., 2002; Kleiboer et al., 2016; Kroenke

et al., 2001; Rush et al., 2003). The data in the E-Compared project were collected multiple times

during the trial: at baseline, 3 months, 6 months, and 12 months. Questionnaires 3, 4, 6, and 7

(according to Table 1) were also available, not only at baseline but also after other times during

data acquisition. Because we were interested in recommendations before the start of the actual

treatment, we solely used the baseline information as features in this study.

We used QALY as an outcome, as measured by the EuroQol questionnaire (5-level EQ-5D

version). Utility weights were calculated using the Dutch tariffs (Versteegh et al., 2016). These

weights are a preference-based measure of quality of life anchored at 0 (worst perceivable health)

and 1 (perfect health). QALYs were calculated by multiplying the utility weights with the amount

of time a participant spent in a particular health state. Transitions between the health states

were linearly interpolated. The costs that we aimed to forecast were measured from the societal
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perspective (including healthcare utilization and productivity losses) based on the adapted

version of the Trimbos and Institute for Medical Technology Assessment questionnaires on Costs

Associated with Psychiatric Illness (Hakkaart-van Roijen et al., 2002). Dutch unit costs were

used to value healthcare utilization and productivity losses (Hakkaart-van Roijen et al., 2015).

Costs for the online part of BT included maintenance and hosting of the treatment and costs

that occurred for a therapist to provide feedback to participants. We decided to use costs from a

societal perspective because they represent interests of society and all other stakeholder groups

(Ryder et al., 2009). More information on the calculation of the costs can be found elsewhere

(Kolovos et al., 2016). As dependent variables, we utilized QALY and costs that appear after a

6-month period. This allowed for more observations compared with the data at 12 months (350

patients vs 212 patients) because not all patients had already finished the treatment process.

Because we focused on the outcome data up to 6 months, QALY could have a maximum value of

0.5 in our analysis.

During the data preprocessing phase, we merged all mentioned data from Table 3.1. This

process led to 309 features that could be utilized for the prediction. We then calculated the costs

and QALY for each individual. We only included patients for which both dependent variables

were not missing. By splitting the dataset into groups for the different treatment types (TAU and

BT), some factor levels of an item or feature can go missing. We removed 97 features that had just

one level or were missing. Table 3.6 (Appendix A) lists the omitted items from the questionnaires.

The resulting dataset still contained 29,568 missing values. Disregarding these values, and thus

deleting them, would lead to a substantial decrease in observations. We therefore utilized two

different methods for handling them in order to evaluate which method would perform better

regarding the predictive performance. We first imputed the numeric values by sampling from a

normal distribution based on the mean value and SD of the corresponding feature. We imputed

the categorical predictors by sampling from the categorical distribution of those features. As a

second approach, we imputed the missing values by the median (numeric variable) and mode

(categorical variable). Finally, we ended up with a dataset of 350 observations (1 for each patient)

and 212 features. In the following, we have reported only the results for the latter imputation

procedure. In Table 3.7 and Table 3.8 (Appendix B-C), we have also demonstrated the final

performances for the first imputation method. However, we decided to utilize the latter method

because it led to the best performance in terms of prediction.

3.2.2 Approach and statistical analysis

In order to derive individual treatment recommendations, we utilized the baseline features as

input for predicting individual level outcome and costs based on the treatment type, as seen

in Figure 3.1. We applied various machine learning techniques to evaluate which yielded the

highest prediction performance. As mentioned by several studies, it is beneficial to compare

different statistical procedures in order to eventually find the most precise model, especially when
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Figure 3.1: Process for deriving treatment recommendations for individuals (BT: blended treat-
ment; ICER: incremental cost-effectiveness ratio; TAU: treatment as usual).

predicting costs due to the challenging nature of this activity (Diehr et al., 1999; Jones et al.,

2007; Manning and Mullahy, 2001). Because the data consist of numerous features, we applied

a feature selection method to reveal variables that contributed to the prediction performance.

To demonstrate how the forecasts can be beneficial in recommending treatment types on an

individual patient level, we applied the ICER to the predictions.

Specifically, we estimated the conditional probability p(o, c | b, tt) for each treatment type,

where o is the outcome, c is the costs, b reflects the baseline features, and tt is one of the two

treatment types. Given the limited amount of data, we assumed that the conditional probability

could be factorized as follows: p(o, c | b, tt)= p(o | b, tt)p(c | b, tt).

For the prediction of outcome and costs, we used linear regression and support vector regres-

sion (SVR). The latter method has shown good predictive capabilities in various fields (Burges,

1998). We further utilized regression trees and ridge regression. For finding the optimal parame-

ters, we applied a grid-based search and cross-validation. Additionally, we defined the mean of

all outcomes or costs as a reference measure. If unable to achieve a better prediction performance

compared with the reference measure, it is questionable if the application of more advanced

statistical methods is appropriate in this context. For finding the model that achieves the high-

est prediction performance, we used leave-one-out cross-validation. That is, one observation is

utilized as the test set and the remaining observations are used for training the model. This pro-

cedure is repeated for every single observation in the dataset. The error measures we used were

root mean square error (RMSE) and mean absolute error (MAE). We have presented both error

measures because debate exists as to which measure is more appropriate for the demonstration

of predictive performance (Chai and Draxler, 2014; Willmott et al., 2009).

When utilizing a vast number of features, overfitting presumably occurs. Thus, we used Lasso

regression to select features that contributed to the predictive performance. Lasso is a linear

regression that introduces a penalty term called regularizer (Tibshirani, 1996). The error function

of the regression, which is to be optimized, consists of the mean square error of the misclassified
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samples and a term that penalizes the absolute value of the sum of regression coefficients. This

linear penalty enforces useless coefficients to shrink toward zero in order to produce a sparse

solution. The corresponding optimization problem is illustrated below, where X is the baseline

feature, Y is the outcome or costs, and β is the coefficient:

min
β

{‖Y − Xβ‖2 +λ‖β‖1}.

The parameter λ influences the strength of the penalty. Specifically, the higher the value of λ, the

higher the penalty. A higher penalty leads to sparser solutions (more coefficients are shrunk to

zero). The optimal λ’s are found by utilizing cross-validation. After obtaining the specific features

that appear to add to the predictive accuracy, we again predicted the outcome values and costs

based on the aforementioned machine learning techniques. This time, however, we only utilized

the features that were identified by the Lasso regression. Finally, we selected the algorithm that

produced the smallest error and therefore performed best for the outcome and cost predictions.

Based on these individual predictions, we calculated the ICER, as seen in the equation:

ICER= (CostBT−CostTAU)
(OutcomeBT−OutcomeTAU)

.

The ICER was then visualized in the cost-effectiveness plane (Black, 1990). By predicting the

costs and outcomes at baseline and utilizing the ICER, we could then make recommendations

about individual patient allocation. We implemented the mentioned models and processes in R (R

Core Team, 2018).

3.3 Results

3.3.1 Overall findings

Before we focused on the outcome and cost predictions, we illustrated the general improvements of

the patients for TAU and BT. The E-Compared project hypothesized noninferiority between both

treatment types (ie, BT is not less effective) (Kleiboer et al., 2016). Improvement was defined as

the difference of the start and end value of the cumulated PHQ9 values. The PHQ9 questionnaire

is a reliable measure for depression severity (Kroenke et al., 2001). Because we only investigated

the improvements for a 6-month period, these results are not final; however, they can indicate a

trend. Table 3.2 shows that the mean baseline score for PHQ9 was 15.35 for BT and 15.42 for

TAU. At the 6-month measurement, the scores were 7.85 and 9.49, respectively. Furthermore,

154 patients in the BT group and 140 patients in the TAU group showed improvement. There-

fore, we can see that the PHQ9 value decreased more strongly for BT and that the number of

improvements for BT exceeded the outcome of TAU. Applying a t test for the comparison of the

mean end values resulted in the rejection of the hypothesis that both samples had the same mean

(P = .006).
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TAU Blended
Start Patient Health Questionnaire-9 (mean) 15.42 15.35
End Patient Health Questionnaire-9 (mean) 9.49 7.85
Number of patients with improvement 140 154
Number of patients without improvement 38 18

Table 3.2: Mean of Patient Health Questionnaire-9 scores at baseline and end for treatment as
usual and blended treatment as well as the numbers of patients in each condition that improved
(N=350).

3.3.2 Outcome and cost prediction

Table 3.3 illustrates the prediction performance for all utilized machine learning techniques

and all baseline features. Overall, the SVR and regression tree had the smallest errors for

performance measures. The ridge regression also performed better than the reference measure.

Based on a Wilcoxon test, MAEs differed significantly (SV R : PO = .030,PC < .001;Tree : PO =
.001,PC < .001;Ridge : PO = .049,PC < .023). Since we had more features than observations, we

did not apply ordinary least squares regression when utilizing all baseline features.

Algorithm MAEO RMSEO MAEC RMSEC
1 SVR 0.0714 0.0997 6299.63 9360.50
2 Regression Tree 0.0698 0.0992 6573.94 9406.11
3 Ridge Regression 0.0711 0.1000 6557.69 9187.78
4 Reference Measure 0.0770 0.1017 7024.11 9539.54

Table 3.3: Results for prediction performance based on all baseline features for varying machine
learning approaches (MAE: mean absolute error; RMSE: root mean square error).

We then performed Lasso regression in order to select the important features that contributed

to the prediction performance. Table 3.9, Table 3.10, Table 3.11, and Table 3.12 (Appendix D-G)

show the important features that were utilized and their corresponding coefficient. By applying

cross-validation, we chose specific λ values that minimized the mean cross-validated error. For

TAU and BT, we used all features up to a λ value of 0.01485 and 0.01479, respectively (433.83

and 651.14 for the cost prediction).

Multiple features appeared repeatedly. Various questions regarding the medication use and

the amount of consultations of some kind of therapist, practitioner, or treatment program occurred

most often (24 and 16 times, respectively). Furthermore, the anxiety or depression items (6 times),

mobility (5 times), origin of the patient (7 times), and energy level questions (4 times) appeared to

have an influence on the prediction performance. Using the selected features, we then repeatedly

applied the above specified statistical methods in order to achieve a better accuracy.
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Algorithm MAEO RMSEO MAEC RMSEC
1 SVR 0.0575 0.0812 5164.22 8026.46
2 Regression 0.0590 0.0793 6436.63 15319.89
3 Regression Tree 0.0684 0.0952 6573.94 9406.11
4 Ridge Regression 0.0553 0.0747 4590.00 6607.31
5 Reference Measure 0.0770 0.1017 7024.11 9539.54

Table 3.4: Results for prediction performance based on selected baseline features for varying
machine learning approaches (MAE: mean absolute error, RMSE: root mean square error).

We observed a general increase in performance (Table 3.4). All statistical methods performed

better than the reference measure (except for RMSE for linear regression and cost prediction),

which was again confirmed by a significant Wilcoxon test for MAEs (SV R : PO < .001,PC <
.001;Regression : PO < .001,PC < .001;Tree : PO = .002,PC < .001;Ridge : PO < .001,PC < .001).

This suggested that feature selection resulted in more accurate predictions in this context.

The overall results demonstrate that some machine learning approaches are beneficial when

predicting the outcomes and costs. Since ridge regression predicted the outcome and costs best,

we utilized this model in the following analysis.

Figure 3.2 illustrates the predicted and observed values for each treatment type and depen-

dent variable (QALY/costs). For estimating the ridge regression penalty term, we implemented

100 cross-validation runs and utilized the parameter that minimized the mean cross-validated

error among these runs. The predictions were sorted in an ascending order. The blue markers

or lines are the predictions and the black markers are the observed values where the y-axis

demonstrates the value of the QALY/costs and the x-axis represents the corresponding patient.

We observed that the predicted outcome and costs showed high uncertainty. The broader range of

the actual observations around the blue markers for the cost predictions indicated that these were

more difficult to achieve than outcome predictions in this context. Visually, however, the trend

of the predictions appeared to be as expected, and as illustrated by the increased performance

compared with the reference measure; this result indicates a step in the right direction.

3.3.3 Treatment recommendation

In order to derive individual treatment recommendations, we represent the differential outcomes

and costs in the cost-effectiveness plane, where the y-axis is the difference between the costs

of each treatment type and the x-axis is the difference between the clinical effects, as seen in

Figure 3.3 (Black, 1990). Each quadrant has a different meaning. In our context, the NE quadrant

represents higher costs and positive effects for BT; the SE quadrant indicates that BT is less

expensive and more effective (BT dominates); the SW quadrant demonstrates the case where

BT is less expensive but less effective; and the NW quadrant displays the situation where BT is

more expensive and less effective (TAU dominates) (Klok and Postma, 2004). As a first step, a

threshold had to be defined that specified up to which point an additional improvement was worth
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Figure 3.2: Predicted and observed values for quality-adjusted life years and costs and both
treatment types (left panels for treatment as usual and right panels for blended treatment).

the costs. In the context of this study, the monetary amount or willingness to pay for gaining

one QALY differed by country (Klok and Postma, 2004); the commonly used UK WTP thresholds

for QALYs are between 25,000 and 35,000 C/QALY (National Institute for Health and Care

Excellence (NICE), 2013). For this study, we used the conservative estimation of 25,000 C/QALY.

A value above this threshold indicated that the treatment type was too expensive. Each patient

represented by a green cross received the treatment type we would have recommended based on

the prediction. On the contrary, each patient that had a red circle should have received the other

treatment type based on the forecasts. Questionnaire items that deviate tremendously for either

TAU or BT create high differences when calculating the ICER. The point for the participant

at the bottom of Figure 3.3 at (-0.04, -60.420), for example, is due to the fact that this patient

reported a large number of hospital admissions. Since these are very expensive, it led to very

high costs for this particular patient, and thus, the difference in costs between BT and TAU was

high. Following this process, it is possible to recommend the likely most beneficial treatment type,

on an individual level, at baseline.

Table 3.5 is a contingency table consisting of the patients for whom we recommended a specific

treatment type. Only 46.57% (163/350) of all patients were treated using the treatment type we

would recommend based on our models and the particular ICER threshold. We then calculated

potential outcomes and costs on a population level assuming the patients would have been
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Figure 3.3: Expected improvement for all patients in relation to costs. The x-axis illustrates the
difference in quality-adjusted life years (blended treatment - treatment as usual) and the y-axis
the difference in costs (blended treatment - treatment as usual).

allocated according to the predictions. For patients who had already received the recommended

treatment type, we utilized the observed outcomes and costs. For patients for whom the actual

treatment type was not recommended, we utilized the predictions of the model. Then, QALYs

would have decreased by 1.98%, while at the same time, a reduction in costs of 5.42% could have

been achieved.

Recommended BT Recommended TAU
Received BT 20% 29.14%

∑= 172
Received TAU 24.29% 26.57%

∑= 178∑= 155
∑= 195

Table 3.5: Treatment recommendation for all patients (N=350).

3.4 Discussion

3.4.1 Principal findings

Given the growth in demand for personalized treatments and the need for a reduction in costs,

predictions of outcomes and costs, in the context of mental health, are increasingly important

(Van Breda et al., 2016). In this study, we proposed an approach for personalized treatment
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recommendations at baseline. Here, individuals are assigned to the most beneficial treatment

before treatment, which can, if desired, even be automated. We derived these recommendations

by predicting patient individual QALYs and costs based on data from a European Union-funded

project. We then used the ICER and the cost-effectiveness plane as an individualized treatment

recommendation tool. Nowadays, decisions are often made based on the ICER; we proposed a

feasible path that allows the individualization and tailoring of this process.

We illustrated that the utilization of all baseline features is not necessarily appropriate in this

context. Taking advantage of feature selection techniques can increase prediction performance.

As a result, we found that consultations with some kind of therapist, medication usage, anxiety or

depression information (severity), mobility items (ie, "I have no problems in walking about"), and

origin of the patient play an important role when predicting outcomes and costs in the context of

digital health interventions. Therefore, including questionnaires that contain these factors and

subsequently utilizing these features in statistical analyses when predicting outcomes and costs

can be beneficial. We further illustrated that experimentation with different statistical methods

benefits the final results since considerable varying performances occurred among the methods.

However, we demonstrated that prediction is a challenging task. Even though the results

suggest that predictive power exists in the baseline features, our analyses indicated that the pre-

dictions, and thus the recommendations, come with uncertainty when only baseline information

is available. In general, the predictive uncertainty is due to two sources. The first source is the

uncertainty in the estimated parameters. With an increased amount of data, the uncertainty in

parameter estimation reduces. This does not mean that we would achieve perfect predictions

because the second source is related to the variance of treatments that cannot be explained by

the model. More specifically, the models do not fully represent the reality and all its complexity.

Hence, although the estimation of the model parameters improves with more data, the uncer-

tainty that results from the model specifications and inability of the baseline information to

precisely predict results remains. Nevertheless, we showed that we were able to predict the

outcomes and costs better, compared with using the mean of the dependent variables as prediction

(reference measure). Therefore, we are convinced that the baseline features do include some

information regarding the forecast of outcomes and costs and can support practitioners in their

decision-making process. Thus, combining these results with the ICER enabled us to provide

treatment recommendations on an individual level.

As mentioned earlier, if the patients would have been allocated according to our predictions,

QALYs would have decreased by 1.98% and a simultaneous reduction in costs of 5.42% could

have been achieved. These results are based on a specific ICER threshold. When applying this

procedure in a real-world setting, this threshold can be adjusted to values set by experts or

policy makers or available budgets. These experts must make decisions regarding the monetary

resources they would want to spend on a specific QALY gain. Thus, the outcome and costs can

be controlled by setting this threshold. As suggested by a previous study (Lord et al., 2006), the
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cost-effectiveness decision rule might be modeled in a nonlinear form. For example, the value of

improvements may vary among the outcome levels. Particularly, a difference between 0.1 and 0.2

on the scale might be more important than a difference between 0.8 and 0.9, even though the

absolute difference is the same. The absolute severity of the symptoms can also play an additional

role in this context. It might not be justifiable to spend additional monetary effort if a specific

patient already does not suffer from severe symptoms. Therefore, experts in the field need to

choose appropriate values for the ICER threshold based on their experiences and knowledge and

even consider a nonlinear specification.

Even though these results are preliminary, the implementation of such predictive models

in clinical decision support systems for usage in interventions can be beneficial. We envision

developing a system that incorporates these models and provides treatment recommendations

for individuals. However, investment into other aspects is necessary for the realization of such

support systems. Besides the technical implementation, the creation of information systems in

this context also requires interdisciplinary collaboration among clinicians, computer scientists,

and other decision makers (Sim et al., 2001). Future users, for example decision makers or

therapists, need to be educated appropriately and also be involved in the design phase of the

system and its requirements and development, while at the same time, the IT specialists need

to be confronted with content-related issues of the user (Berg, 2001; Hartswood et al., 2000).

Thus, implementation should be carefully planned and considered as organizational development

(Atkinson and Peel, 1998). Furthermore, a vast amount of financial and organizational resources

can be required for the implementation (Sim et al., 2001), and clinical decision makers need to

understand the value and limitations of such decision support systems. Additionally, we need to

be cautious with the interpretability of the results because in individual cases, recommendations

might lead to suboptimal outcomes and high uncertainty depending on the particular context.

Overall, these systems may be used in the future to support the decision-making process of

clinicians and therapists and not to replace their treatment recommendations.

3.4.2 Limitations

This study has certain limitations. One limitation is the fact that we utilized data after a 6-month

period. Usually, the preferred outcome for cost-effectiveness analysis is based on 12 months.

Another limitation, which is closely associated with the previous aspect, is the size of the dataset

we used. Given the complexity of the problem, it is inevitable that variations in performance occur

when predicting other datasets. Thus, for achieving higher accuracy in predictions, obtaining

more data is crucial. Even though our results are promising, more data and evaluations are

needed in order to investigate the generalizability of these outcomes and improve the predictive

accuracy of statistical techniques. Besides the size of the dataset, the data are heterogeneous

in different ways. For example, the data were collected from 9 different European countries,

with each having their own country-specific conditions (Kleiboer et al., 2016). This can result in
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country-specific patterns in the data. Given the limited amount of observations on a national

level, we have not explored this multi-level structure. Additionally, the dataset consists of a large

amount of missing values that needed imputation. Making all baseline questions mandatory for

the patients can lead to an increased performance of the statistical procedures and can therefore

lower uncertainty.

3.4.3 Conclusions

This study investigated how patients can be allocated to different treatment types in order to

increase clinical and cost effectiveness. We demonstrated how to predict outcomes and costs

in this context and proposed an approach for individualized treatment recommendations by

utilizing the ICER. Simultaneously, we evaluated a variety of machine learning techniques

and demonstrated specific features that contribute to the prediction performance. The results

are indicative of progress. We hope that policy makers increasingly understand the benefit

of predictive modeling in this context and apply these types of models to make better and

simultaneously more personalized treatment choices. We further hope that we can contribute

to the decision-making process in this field by providing a path that allows the prediction of

eventual outcomes and costs on an individual basis before the onset of treatment.
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3.5 Appendix

A

Item

No.

Item Description

1 Do you have access to a fast Internet connection (apref2)

2 Treatment program at other institution 1/2/3/4 (aTicp5d1/aTicp5e1/aTicp5f1/aTicp5g1)

6 Other primary care 1/2/3/4/5 (aTicp1i1/aTicp1j1/aTicp1h1/aTicp1g1/aTicp1k1)

11 How many times did you consult other primary care 4/5 (aTicp1j2/aTicp1k2)

13 Number of days a day-time treatment program (institution 2/3/4) (aT-

icp5e2/aTicp5f2/aTicp5g2)

16 Number of parts of days a part-time treatment program (institution 2/3/4) (aT-

icp5e3/aTicp5f3/aTicp5g3)

19 Other Tranquilizers or sleep medication (aTicp27/aTicp28)

21 Other mental care 1/2/3/4 (aTicp2h1/aTicp2i1/aTicp2j1/aTicp2k1)

25 Other complementary by name 1/2/3/4/5 (aTicp3f1/aTicp3g1/aTicp3h1/aTicp3i1/aTicp3j1)

30 How many times did you consult other complementary therapists 2/3/4/5 (aT-

icp3g2/aTicp3h2/aTicp3i2/aTicp3j2)

34 Received domestic care, number of months (aTicp9a)

35 Other provider of treatment (atreat15b)

36 Medication use (period Amitryptiline (Tryptizol) (aTicp11d1)

37 How long have you been in treatment (atreat15c)

38 Medication use (dosage Nortriptyline (Nortrilen) (aTicp16b)

39 Other type of treatment (atreat17a)

40 Medication use (Frequency Nortriptyline (Nortrilen) (aTicp16c)

41 Depressive episode current (amini1)

42 Medication use (period Nortriptyline (Nortrilen) (aTicp16d1)

43 Specify drugs taken (amini20b)

44 Antidepressants (aTicp20)

45 Specify drugs (amini20d)

46 Other antidepressants (aTicp21)

47 Psychotic disorder current (amini21)

48 Period other depressants (aTicp21d1)

49 Self care (aEQ5D5L2)

50 Pain/Discomfort (aEQ5D5L4)

51 How many times did you consult the Speech therapist (aTicp1d)

52 Times of rehabilitation clinic admissions (aTicp6c1)

53 Other medication for mental health complaints (aTicp29)
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Item

No.

Item Description

54 Medication use (other period Amitryptiline (Tryptizol)) (aTicp11d2)

55 Nights of rehabilitation clinic admissions (aTicp6c2)

56 Medication use (other medications for mental health complaints) (aTicp30)

57 Medication use (period Flurazepam (Dalmadorm)) (aTicp25d1)

58 How many times did you consult other mental care 4 (aTicp2k2)

59 Type of other institution at which admissions 1 (aTicp6e1)

60 Period other medication for mental health complaints (aTicp30d1)

61 How long have you been taking antipsychotic medication (atreat8)

62 Type of other institution at which admissions 2 (aTicp6f1)

63 Other Treatment (atreat2b)

64 How long have you been taking this other medication (atreat12)

65 Times of other institution 2 admissions (aTicp6f2)

66 Anti-depressants (atreatMed)

67 Who is delivering the psychotherapy (atreat14a)

68 Nights of other institution admissions (aTicp6f3)

69 Other provider of anti-depressants (atreat5a)

70 Recency of hypomanic episode (amini6b)

71 Type of other institution at which admissions 3 (aTicp6g1)

72 Who is providing the tranquillizers (atreat7)

73 Abuse non-alcohol psychoactive substance use disorder current (amini20a)

74 Times of other institution admissions (aTicp6g2)

75 Other provider of antipsychotic medication (atreat9a)

76 Abuse non-alcohol psychoactive substance current (amini20c)

77 Nights of other institution admissions (aTicp6g3)

78 Other provider of sleep medication (atreat11a)

79 Depressive episode lifetime (amini23)

80 Received nurse care, number of months, in last 3 months (aTicp7a)

81 Other provider of this other medication (atreat13a)

82 Who is delivering the other treatment (atreat15a)

83 Received daily care, number of months (aTicp8a)

84 Other provider of psychotherapy (atreat14b)

85 Received daily care, number of hours per week (aTicp8b)

86 Thoughts of Death or Suicide (aQIDS12)

87 Medication use (Other medication for mental health complaints) (aTicp30a)

88 Medication use (Nortriptyline (Nortrilen)) (aTicp16a)

89 How many times did you consult the Holistic therapist (aTicp3c)
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Item

No.

Item Description

90 Medication use (Amitryptiline (Tryptizol)) (aTicp11a)

91 Marital status (aMarital)

92 Hypomanic episode (amini6a)

93 How many times did you consult the Natural healer (aTicp3e)

94 How many times did you consult the Professional from a clinic for alcohol and drugs

or similar institution (aTicp2f)

95 Who is providing the anti-depressants (atreat5)

96 How long have you been taking tranquillizers (atreat6)

97 Who is providing this other medication (atreat13)

Table 3.6: Omitted items.

B

Algorithm MAEO RMSEO MAEC RMSEC
1 SVR 0.0737 0.1014 6539.97 9466.11
2 Regression Tree 0.0765 0.1040 6471.05 9346.40
3 Ridge Regression 0.0647 0.0870 6044.44 8395.56

Table 3.7: Results for prediction performance based on sampling from normal and categorical
distribution and all baseline features for varying machine learning approaches (MAE: mean
absolute error, RMSE: root mean square error).

C

Algorithm MAEO RMSEO MAEC RMSEC
1 SVR 0.0598 0.0838 5195.46 8211.82
2 Regression 0.0599 0.0794 5204.89 7194.91
3 Regression Tree 0.0707 0.0958 6229.68 9278.88
4 Ridge Regression 0.0565 0.0746 5001.75 6921.86

Table 3.8: Results for prediction performance based on sampling from normal and categorical
distribution and selected baseline features for varying machine learning approaches (MAE: mean
absolute error, RMSE: root mean square error).

D

Feature Parameter

Coefficient

(Intercept) 3.90e−1

Cumulated PHQ value (aPHQScore) −3.01e−3

Anxiety/Depression (I am slightly anxious or depressed) (aEQ5D5L5) 2.90e−2
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Feature Parameter

Coefficient

How many times did you consult the General practitioner (aTicp1a) −1.73e−3

Mobility (I have no problems in walking about) (aEQ5D5L) 1.50e−2

General interest (I have virtually no interest in the activities I used to enjoy)

(aQIDS13)

−6.16e−3

Usual activities (I have severe problems doing my usual activities) (aEQ5D5L3) −1.44e−2

Anxiety/Depression (I am severely anxious or depressed) (aEQ5D5L5) −9.66e−3

How many times did you consult other primary care (aTicp1h2) −3.27e−3

Medication use (other period other depressants 1) (aTicp20d2) −3.18e−3

How many times: medical specialist at an outpatient clinic (aTicp4) −2.73e−3

Medication use (dosage Venlafaxine (Efexor)) (aTicp19b) −7.90e−5

Medication use (Frequency other depressants 1) (aTicp20c) −1.71e−3

Agoraphobia current (yes) (amini11) −1.26e−3

Age at baseline (aAge) −5.20e−5

Table 3.9: Important baseline features based on Lasso regres-

sion for TAU (including single levels for each item) and QALY

prediction for λ=0.01485.
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E

Feature Parameter

Coefficient

(Intercept) 2.93e−1

Mobility (I have severe problems in walking about) (aEQ5D5L1) −1.76e−1

Mobility (I have no problems in walking about) (aEQ5D5L1) 3.18e−2

Cumulated PHQ value (aPHQScore) −2.22e−3

Energy level (I really cannot carry out most of my usual daily activities because

I just do not have the energy) (aQIDS14)

−1.86e−2

Anxiety/Depression (I am severely anxious or depressed) (aEQ5D5L5) −1.83e−2

Usual activities (I have no problems doing my usual activities) (aEQ5D5L3) 1.63e−2

Usual activities (I have severe problems doing my usual activities) (aEQ5D5L3) −1.81e−2

How many times did you consult other mental care 3 (aTicp2j2) −5.05e−3

Medication use (period Other medication for mental health complaints) (other)

(aTicp29d1)

7.26e−2

How many times did you consult the general practitioner (aTicp1a) −2.89e−4

Trouble concentrating on things, such as reading the newspaper or watching

television (Nearly every day) (aPHQ07)

−5.28e−3

How many times did you consult the Dietician (aTicp1e) −1.05e−2

Who is providing the sleep medication (Psychiatrist) (atreat11) 2.71e−3

Medication use (dosageFluoxetine (Prozac)) (aTicp14b) −5.70e−5

Table 3.10: Important baseline features based on Lasso regres-

sion for BT (including single levels for each item) and QALY

prediction for λ=0.01479.

F

Feature Parameter

Coefficient

(Intercept) 1.17e+6

Little interest or pleasure in doing things (Several days) (aPHQ01) −5.68e+2

Trouble falling or staying asleep, or sleeping too much (Nearly every day)

(aPHQ03)

1.40e+3

Do you have a preference for one of the treatments offered (No preference)

(apref1)

−3.97e+2

Do you have a preference for one of the treatments offered (Treatment as usual

not including the online treatment) (apref1)

−3.97e+2

Mobility (I have no problems in walking about) (aEQ5D5L1) −8.39e+2
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Feature Parameter

Coefficient

Mobility (I have slight problems in walking about) (aEQ5D5L) 2.15e+2

Anxiety/Depression (I am severely anxious or depressed) (aEQ5D5L5) 1.11e+3

Anxiety/Depression (I am slightly anxious or depressed) (aEQ5D5L5) −4.17e+2

How many times did you consult the general practitioner (aTicp1a) 6.83e+1

How many times did you consult a therapist for physical therapy (aTicp1b) 2.05e+1

How many times did you consult the Dietician (aTicp1e) 4.19e+1

How many times did you consult other primary care 1 (aTicp1g2) 5.99e+2

How many times did you consult the Psychiatrist (aTicp2d) 1.57e+2

How many times did you consult other mental care 1 (aTicp2h2) −9.30e+1

How many times did you consult the Acupuncturist (aTicp3a) 5.17e+1

How many times: medical specialist at an outpatient clinic (aTicp4) 2.46e+2

Times of other institution admissions (aTicp6e2) −4.07e+2

Medication use (dosage Citalopram (Cipramil)) (aTicp12b) 2.42e+1

Medication use (other periodCitalopram (Cipramil)) (aTicp12d2) −3.80e+1

Medication use (Fluoxetine (Prozac)) (aTicp14a) −6.93e+2

Medication use (other period Nortriptyline (Nortrilen)) (aTicp16d2) 2.52e+3

Medication use (other) (aTicp17d1) −2.36e+3

Medication use (dosage other depressants 1) (aTicp20b) 6.13e+1

Medication use (Frequency Oxazepam (Seresta)) (aTicp22c) −9.58e+1

Medication use (period Oxazepam (Seresta)) (aTicp22d1) −1.41e+3

Medication use (period Zopiclon (Imovane)) (aTicp26d1) 1.42e+3

Medication use (dosage Other Tranquilizers or sleep medication) (aTicp27b) 8.46e+0

Medication use (other period for Other medication for mental health complaints)

(aTicp29d2)

−4.05e+2

Do you have a paid job (yes) (aTicp39) 1.05e+3

How many hours does your contract specify (aTicp40) 3.72e+1

Did health problems oblige you to call in sick from work at any time (Yes, I was

off work during the full three months) (aTicp42)

4.24e+3

On which date did you call in sick from work first because of health problems

(aTicp43)

−8.50e−5

On how many working days did you call in sick from work because of health

problems in the past three months (aTicp45)

5.47e+1

Was your job performance adversely affected by health problems (yes) (aTicp46) 7.22e+2

Rate how well performed on days bothered by health problems (aTicp48) −1.44e+2

What type of treatment do you receive (Medication) (aTreat2a) −8.90e+0

How long have you been taking sleep medication (1-6 months) (atreat10) −2.75e03
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Feature Parameter

Coefficient

How long have you been taking sleep medication (More than 1 year) (atreat10) 7.83e+2

Who is providing the sleep medication (Psychiatrist) (atreat11) −6.85e+2

What type of treatment did you receive (Medication) (atreat17) −7.69e+2

Suicidal risk current (yes) (amini5a) 5.67e+2

Recency manic episode (Lifetime) (amini7b) 3.52e+1

Agoraphobia current (yes) (amini11) −1.53e+3

Panic disorder without agoraphobia current (amini12) 4.79e+2

Panic disorder with agoraphobia current (yes) (amini13) −3.19e+3

Obsessive compulsive disorder current (yes) (amini16) −7.25e+2

Falling asleep (I take at least 30 minutes to fall asleep, some nights) (aQIDS01) −2.66e+1

Increased Appetite (I regularly eat more often and or greater amounts of food

than usual) (aQIDS07)

6.12e+2

Weightloss (I have lost 2.5 kilos or more) (aQIDS08) −6.54e+2

Weightgain (I have gained 2.5 kilos or more) (aQIDS09) 1.15e+3

Weightgain (I have not had a change in my weight) (aQIDS09) 1.03e+1

Concentration/Decision Making (Most of the time, I struggle to focus my atten-

tion or to make decisions) (aQIDS10)

−7.03e+1

Energy level (I have to make a big effort to start or finish my usual daily

activities) (aQIDS14)

7.81e+1

Energy level (I really cannot carry out most of my usual daily activities because

I just do not have the energy) (aQIDS14)

1.16e+3

Country code (Germany) (cc) 4.78e+2

Country code (Poland) (cc) −2.84e+3

Country code (Netherlands) (cc) 4.06e+3

Country code (Spain) (cc) −7.36e+2

Country code (UK) (cc) 4.06e+3

Table 3.11: Important baseline features based on Lasso regres-

sion for TAU (including single levels for each item) and cost

prediction for λ=433.83.

G

Feature Parameter

Coefficient

(Intercept) −1.52e+6

Little interest or pleasure in doing things (Not at all) (aPHQ01) −5.83e+2

Trouble falling or staying asleep, or sleeping too much (Several days) (aPHQ03) −2.31e+2
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Feature Parameter

Coefficient

Poor appetite or overeating (Nearly every day) (aPHQ05) 1.74e+3

Trouble concentrating on things, such as reading the newspaper or watching

television (Not at all) (aPHQ07)

−5.50e+2

Willing to carry a Smartphone delivered by treatment team (no) (apref4) −1.44e+3

Usual activities (I have no problems doing my usual activities) (aEQ5D5L3) −2.35e+1

Anxiety/Depression (I am moderately anxious or depressed) (aEQ5D5L5) 1.56e+2

How many times did you consult the industrial physician (aTicp1f) 5.16e+2

How many times did you consult other primary care 1 (aTicp1g2) 7.37e+2

How many times did you consult other mental care 3 (aTicp2j2) 1.62e+2

How many times did you consult the Acupuncturist (aTicp3a) 9.68e+2

Nights of regular hospital admissions (aTicp6a2) 4.01e+1

Times of other institution admissions (aTicp6e2) −2.48e+2

Medication use (Citalopram (Cipramil)) (aTicp12a) −7.97e+2

Nights of regular hospital admissions (aTicp15d2) −3.80e+2

Medication use (dosage Venlafaxine (Efexor)) (aTicp19b) 1.88e+1

Medication use (period Venlafaxine (Efexor)) (aTicp19d1) 1.69e+3

Medication use (dosage other depressants 1) (aTicp20b) 1.49e+1

Medication use (other antidepressant 2) (yes) (aTicp21a) 1.85e+3

Medication use (dosage other depressants 2) (aTicp21b) 2.36e+2

Medication use (other period Oxazepam (Seresta)) (aTicp22d2) 4.46e+2

Medication use (dosage Other medication for mental health complaints) (aT-

icp30b)

1.35e+3

Do you have a paid job (yes) (aTicp39) 2.45e+3

How many hours does your contract specify (aTicp40) 5.94e+0

Job questions: over how many days are these hours distributed (aTicp41) 1.56e+2

Did health problems oblige you to call in sick from work at any time (Yes, I was

off work during the full three months) (aTicp42)

1.01e+4

On which date did you call in sick from work first because of health problems

(aTicp43)

1.12e−4

On how many working days did you call in sick from work because of health

problems in the past three months (aTicp45)

1.61e+2

Number of hours you had to catch up on work unable to perform (aTicp49b) 5.35e+0

How long have you been in psychotherapy (6 months-1 year) (atreat14c) 1.19e+3

How long have you been in psychotherapy (Less than one month) (atreat14c) −1.83e+10

What type of treatment did you receive (Psychotherapy) (atreat17) 2.62e+3

Falling asleep (I take at least 30 minutes to fall asleep, some nights) (aQIDS01) 9.57e+2
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Feature Parameter

Coefficient

General interest (There is no change from usual in how interested I am in other

people or activities) (aQIDS13)

−1.85e+3

Energy level (I really cannot carry out most of my usual daily activities because

I just do not have the energy) (aQIDS14)

2.76e+1

Feeling Restless (I do not feel restless) (aQIDS16) 9.59e+2

Country code (Germany) (cc) 2.79e+2

Country code (UK) (cc) −2.97e+2

Table 3.12: Important baseline features based on Lasso regres-

sion for BT (including single levels for each item) and cost

prediction for λ=651.14.
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HETEROGENEITY MATTERS – PREDICTING SELF-ESTEEM IN

ONLINE INTERVENTIONS BASED ON ECOLOGICAL MOMENTARY

ASSESSMENT DATA

Bremer, V., Funk, B., and Riper, H. (2019). Heterogeneity matters – predicting self-esteem in

online interventions based on Ecological Momentary Assessment data. Depression Research and

Treatment, 2019:3481624.

Abstract

Self-esteem is a crucial factor for an individual’s well-being and mental health. Low self-esteem

is associated with depression and anxiety. Data about self-esteem is oftentimes collected in

Internet-based interventions through Ecological Momentary Assessments and is usually provided

on an ordinal scale. We applied models for ordinal outcomes in order to predict the self-esteem

of 130 patients based on diary data of an online depression treatment and thereby illustrated

a path of how to analyze EMA data in Internet-based interventions. Specifically, we analyzed

the relationship between mood, worries, sleep, enjoyed activities, social contact and the self-

esteem of patients. We explored several ordinal models with varying degrees of heterogeneity

and estimated them using Bayesian statistics. Thereby, we demonstrated how accounting for

patient-heterogeneity influences the prediction performance of self-esteem. Our results show

that models that allow for more heterogeneity performed better regarding various performance

measures. We also found that higher mood levels and enjoyed activities are associated with

higher self-esteem. Sleep, social contact, and worries were significant predictors for only some

individuals. Patient-individual parameters enable us to better understand the relationships

between the variables on a patient-individual level. The analysis of relationships between self-

77



CHAPTER 4. PREDICTING SELF-ESTEEM IN ONLINE INTERVENTIONS

esteem and other psychological factors on an individual level can therefore lead to valuable

information for therapists and practitioners.

4.1 Introduction

Access to mental care is limited; by providing further access, Internet-based interventions

can close the gap between treatment and demand (Karyotaki et al., 2017; Saddichha

et al., 2014; Titzler et al., 2018). At the same time, Online-based interventions may lead to

comparable outcomes compared to face-to-face treatment (Carlbring et al., 2018; Saddichha et al.,

2014). In Internet-based interventions, data about various psychological factors, for example the

self-esteem level of individuals, is often collected. Self-esteem is closely related to psychological

well-being and satisfaction with life (Paradise and Kernis, 2002). Low levels of self-esteem are

associated with serious mental problems such as depression, anxiety, (Sowislo and Orth, 2013)

or eating disorders (Silvera et al., 1998). Trzesniewski et al. (2006), found that low self-esteem

can lead to "negative real-world consequences" such as mental and physical health problems,

misconduct, and worse economic outlooks. In the literature, however, there is a debate if low mood

levels affect self-esteem or vice versa. Two models exist for each assumption. The vulnerability

model assumes that self-esteem is a risk for depression whereas the scar model interprets self-

esteem rather as an outcome or aftermath of depression (Manna et al., 2016). One study, for

example, found that low self-esteem can predict depression decades later (Steiger et al., 2014).

Steiger et al. (2015) found that the vulnerability and the scar model are valid over decades

with weaker effects for the scar model. A reoccurring finding is that low levels of self-esteem

are associated with serious mental illnesses which, in turn, are known to be associated with

decreased quality of life, tremendous health care costs, as well as increased costs for individuals

and governments (Gustavsson et al., 2011; Leger, 1994; Paradise and Kernis, 2002; Silvera

et al., 1998; Silverman et al., 2015; Sowislo and Orth, 2013). Thus, we aimed at predicting the

self-esteem level of individuals in this study and analyze its relationships with a variety of

psychological factors.

Data about self-esteem and other psychological factors such as mood levels or social inter-

actions are often assessed by Ecological Momentary Assessments (EMA). These EMA methods

collect data regarding behavior, symptoms, and cognition close in time to the users’ experience

and in their natural environment (Iida et al., 2012; Moskowitz and Young, 2006). Diaries, which

are used for the analysis in this paper, are one example of EMA methods that are often utilized

(Iida et al., 2012).

Due to multiple measures per individual, this data has a nested structure (Nezlek, 2003;

Waegeman et al., 2008). As is common in the social sciences (Long, 2014), self-reports of diary

data can be ranked on an ordinal scale. Individuals are often prompted to rank their mood level,

for instance, by providing a score between one and ten for a specific question such as "How is
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your mood right now?". Data with this structure needs to be analyzed by utilizing appropriate

statistical models that can account for the ordinality in the measurements, for example, ordinal

logit models or generalized linear models. In research studies, however, this is often not the case

(Forrest and Andersen, 1986; Jakobsson, 2004; LaValley and Felson, 2002). Jakobsson (2004)

and LaValley and Felson (2002) analyzed a multitude of journal articles; even though ordinal

scales were often used, they came to the conclusion that frequently there were no appropriate

data representation techniques or data analysis methods present. They found that solely 49%

(La Valley et al.: 39.4%) of the analyzed articles had proper data presentation and 57% (La Valley

et al.: 63.4%) had appropriate data analysis. This is alarming since an improper handling can

lead to bias and incorrect interpretation of statistical effects (Hedeker, 2015).

Each patient behaves differently, has different experiences, and can be affected by psychologi-

cal factors in various ways. Repeated measurements provided by patients can therefore not be

considered to be independent (Bolger et al., 2003). Considering the differences among patients by

implementing patient-individual parameters might lead to a better model fit (representation of

the pattern in the data) and an increased prediction performance (ability to predict unobserved

values of the dependent variable). By revealing these patient-individual parameters, individual ef-

fects for the independent variables (psychological factors) can be obtained for each patient, which

in turn can result in individualized decision support systems and subsequently individualized

recommendations in a clinical context.

In this study, we thus combined ordinal models appropriate for the analysis of diary data

- namely the ordinal logit model (Liu, 2014; McCullagh, 1980) and the less frequently utilized

stereotype logit model (Anderson, 1984; Liu, 2014) - and proposed to extend the models by

including patient specific parameters in order to account for heterogeneity among the partic-

ipants. General mixed models are often applied when analyzing data that includes repeated

measurements (Bolger et al., 2003). Hedeker (2015), for example, discussed mixed effects logistic

regression models for ordinal data and illustrated a possible hierarchical structure in which

the effect each patient has on the outcome value is considered. In contrast to this study, our

approach considered different influences of the psychological factors on the individuals which led

to individual slopes. These patient specific coefficients can potentially result in more information

on how the analyzed psychological factors are related to the self-esteem of the patients on an

individual level and can therefore lead to a knowledge gain for researchers and practitioners.

We applied the models to self-reported diary data from an Internet-based depression treatment

(Kleiboer et al., 2016) in order to predict the self-esteem of individuals. At the same time, we

revealed the relationship between a variety of psychological/psychosocial factors (mood, worries,

sleep, enjoyed activities, social contact) and the self-esteem level of patients. Thus, this study

contributes to existing research by gaining insight into the patients’ behavior and how their

self-esteem is related to a variety of factors on an individual level and thus by highlighting the

importance of individuality in this context.
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4.2 Materials and methods

4.2.1 Data

The data we utilized for our approach is acquired from an EU funded two-arm randomized

controlled trial that compared bCBT (blended cognitive behavior therapy - experiment group) and

face-to-face treatment (control group) (Kleiboer et al., 2016). Participants were 18 years or older,

met criteria for a major depressive disorder, were not of high suicidal risk, were not currently

being treated for depression, and had access to an Internet connection. The utilized data was

based on diary data that has been assessed in the study through an EMA mobile-application

between February 2015 and January 2017. The diary questions were sent via email or text

message depending on the therapists’ choice. The mood level of the participants was collected

every day at a random time between 10a.m. and 8p.m. All other factors were collected on specific

days; the first and last seven days of the intervention and one random day each week in the

intervention period. All factors could be ranked on a scale from one to ten. We only utilized days

on which all factors were assessed, which resulted in the analysis of 130 patients and their 2326

observations including all psychological factors that will be introduced in the following.

Self-Esteem | The dependent variable in our analysis was the self-esteem of the patients. It

was assessed through the question "How do you feel about yourself right now?". This question is

closely related to an item of the state self-esteem scale (Heatherton and Polivy, 1991) and can

represent a person’s self-image (Graham, 2009). The same question has also been utilized in

another study that measured self-esteem for individuals and has shown to be correlated with the

Rosenberg self-esteem scale (Clasen et al., 2015; Robins et al., 2001; Rosenberg, 1965). In this

study, we defined this question as the self-esteem level.

Mood | Mood is an important factor for an individual’s well-being, physical health, and

behavioral patterns (Cohen and Rodriguez, 1995; Minden, 2000). We analyzed the relationship

between these factors and hypothesized that the mood level is positively related to self-esteem.

This predictor was assessed by the question "How is your mood right now?".

Worry | Worries are connected to anxiety disorders (Hoyer et al., 2002) and depression

(Diefenbach et al., 2001). Since the act of worrying can potentially create feelings and thoughts

that impact self-respect or cause individuals to underestimate themselves, it could be linked

to self-esteem. We hypothesized that this factor is negatively related to the self-esteem of the

patients. Worries were assessed by asking the patients "How much do you worry at the moment?".

Sleep | Sleep supports various functions of the human body such as repair and restorative

processes (Curcio et al., 2006) and is a crucial aspect for the well-being of an individual (Gray and

Watson, 2002). Prior research found that low levels of sleep can lead to lower self-esteem (Lemola

et al., 2013). We hypothesized that "good" self-reported sleep levels can lead to higher levels of

self-esteem. Sleep was assessed through the question "How well did you sleep last night?".

Enjoyed activities | This concept relates to any action that has been executed by the
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Figure 4.1: Graphic visualization of approach.

participant that day. It describes to what degree the patient has relished a specific day by

the performed activities. Since we assumed that joy - that in turn can trigger happiness - can

potentially boost the self-esteem of individuals, we hypothesized that enjoyed activities are

positively linked to self-esteem. The predictor enjoyed activities was assessed by the question

"How much did you enjoy activities today?".

Social contact | Social contact can provide important emotional support; and the lack

thereof can be linked to depression (Frasure-Smith et al., 2000). We hypothesized a positive

relationship between social contact and self-esteem. Social contact was assessed by asking the

individuals "How much were you involved in social interaction today?".

4.2.2 Statistical analysis

4.2.2.1 Approach

We applied two different models for predicting the self-esteem at time t based on the afore-

mentioned predictors and their scores at time t – the ordered logit and stereotype logit model.

Both approaches account for the ordinality in the measurements. Four models were eventually

used because we modified each method by implementing patient-specific parameters in order to

consider how they are individually affected by the psychological factors (Figure 4.1). We used

Hamiltonian Monte Carlo techniques (HMC) for parameter estimation (Carpenter et al., 2017),

applied cross-validation, and evaluated the models by comparing their outcomes based on various

performance measures. We then utilized the model that performed best for illustrating the

concrete predictions, the inferential outcomes (relationship between psychological factors and

self-esteem), and the patient-individual parameters.

4.2.2.2 Ordinal logistic regression model

One method that was utilized is the frequently used proportional odds or ordered logit model

(OLM) that was initially proposed by McCullagh (1980). This model estimates the odds of

observing a specific rank or less of self-esteem (score on the scale) for patient j at time step t for

rank jt = 1, · · · ,C, where C is the number of ranks or the highest category on a scale (ten in our
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analysis since self-esteem is rated on a scale from one to ten) (Norusis, 2010):

θc jt =
P(rank jt ≤ c | x jt)
P(rank jt > c | x jt)

.

The estimation then follows Equation 4.1. The parameters αc are the boundaries of the categories

or threshold; also called cutpoints where c = 1, · · · ,C −1. This parameter has therefore nine

distinct values. Furthermore, the cutpoints are following the constraint α1 ≤ α2 ≤ ·· · ≤ αC−1.

x jt is a vector of length five that represents the observations of the psychological concepts for

each client j at each time step t. The β parameters are the weights to be estimated that reveal

relationships between the concepts and are utilized for the self-esteem prediction. This model

is based on the proportional odds assumption. This means that the OLM assumes all β terms

and their effects to be equal among all the levels of the dependent variable. As we can see, the β

parameters do not vary among the ordinal levels or in any other fashion. Therefore, no individual

effects are captured. The fixed β - coefficient for all patients in the data leads to the unrealistic

assumption that all individuals are similarly related to the psychological factors.

(4.1) ln(θc jt)=αc − (x jtβ)

However, humans possess very unique and intricate qualities - each person has a different

personality, opinion, thinking structure, and behavior; this can in turn lead to patient-individual

effects from the predictors (Gable et al., 2000; Weinstein and Mermelstein, 2007). We further

assumed that including patient-individual parameters could lead to a greater prediction perfor-

mance because more variance can potentially be explained. However, this process comes with the

sacrifice of an increased model complexity. Nevertheless, we modified the model by introducing

an additional index j into the β parameters which accounts for the varying effect a predictor can

have on an individual. The OLM then yields the following form:

ln(θc jt)=αc − (x jtβ j).

4.2.2.3 Stereotype ordinal logit model

Another model that is less frequently used in research, presumably due to the rare existence

of already implemented software packages (Ahn et al., 2012; Liu and Koirala, 2012), is the

stereotype ordinal logit model. This model was created by Anderson (1984) in order to tackle the

restrictive nature of the OLM due to its proportional odds assumption that is often violated in

real datasets (Kohavi, 1995). It can be seen as an extension of the multinomial logistic regression

- with the distinction that less parameters have to be estimated (Ahn et al., 2012). We additionally

applied this model in order to compare the performance of both techniques and to demonstrate

that heterogeneous parameters are not only beneficial when utilizing the OLM, but also in other

statistical procedures. As in the OLM, θc jt is estimated; this is the odds of observing a specific
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Figure 4.2: Graphic visualization for both models as plate notation (OLM left, SOLM right).

rank of self-esteem in comparison to a baseline category (in our case the last category ten) for

patient j at time t.

θc jt =
P(rank jt = c | x jt)
P(rank jt = C | x jt)

The procedure of the stereotype logit model for the estimation is illustrated in Equation 4.2 for

c = 1, · · · ,C. As we can see by the index j, the β parameters already consider individual effects.

The original model does not include this index. The αc ’s are the intercepts and the φc parameters

are a score for the different levels of the outcome variable. Ordinality is only given as long as the

constraint 0=φ1 ≤φ2 ≤ ·· · ≤φC = 1 is considered. Specifically, for a four point scale, two φ’s are

to be estimated. For a ten point scale, eight φ’s are to be estimated.

(4.2) P(rank = c|x jt)=
exp(αc +φcx jtβ j)∑C

c=1 exp(αc +φcx jtβ j)

4.2.2.4 Parameter setting

Enabled by the Bayesian approach, we set different priors based on assumptions and already

exsiting literature mentioned above. In this context, priors are beliefs in terms of probability

distributions about the effects of the predictors that can be set before the actual data is considered.

We set weak positive priors for the predictors mood, sleep, enjoyed activities, and social contact.

For the variable worry, we set a weak negative prior. Implementing weak priors means sampling

the corresponding parameter with high variance. Thereby, prior knowledge from related literature

is taken into account while at the same time, the data strongly affects the analyses. Figure 4.2

illustrates the hierarchical structure of both models including heterogeneity parameters as a

plate notation.

The parameters are distributed as shown in Equation 4.3 where σ2 = 100 (high variance).

The expected value for the hyper-parameter δ is either -1 or 1 depending on our definition as

either a weak negative or positive prior. The parameters δ and α1..C are sampled from a normal
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distribution. The heterogeneous parameters for each client, β1..J , are also sampled from a normal

distribution, however, they are based on the vector δ. We decided to sample from a normal

distribution because this allowed the parameters to evenly take on a positive or negative value.

This means that we assumed that patients exist for whom a specific coefficient is positive whereas

other patients are negatively affected. The results for δ indicate the effects each predictor has on

the self-esteem on a population level. We utilized this parameter for prediction for the models

that do not consider heterogeneity. The β parameters for each patient were used for the prediction

of the individual models and illustration of the individual parameters.

(4.3)

δ∼N (µ ∈ {−1,1}, σ2)

αc ∼N (0, σ2)

γc ∼ Dir(A)

β j ∼N (δ, σ2)

Y jt ∼ Cat(θc jt)

Solely in the stereotype model, as we can see in Figure 4.2, θc jt also depends on φc. This parame-

ter is the cumulative sum of γc which follows a Dirichlet(A1, · · · ,AC) distribution where A1...C = 1.

Since the stereotype model requires φc to be constrained, for example, steadily increasing, initial-

ized with 0, and limited to 1, sampling γc from a Dirichlet distribution is an appropriate procedure

to meet this constraint (Ahn et al., 2012). As a final step, the actual predicted self-esteem level for

each individual at each point in time (Y jt) is sampled from a categorical distribution based on θc jt.

For each model, we performed 60,000 iterations on four chains when running the Hamiltonian

Monte Carlo algorithm and stored every twentieth draw from the last 30,000 iterations. We

implemented the models in Python1 and utilized STAN (Carpenter et al., 2017) for Monte Carlo

procedures.

4.2.2.5 Performance measures

We implemented 10-fold stratified cross-validation in order to determine the model that achieves

the best prediction performance. In 10-fold cross-validation, the dataset is divided into ten equally

sized chunks (in our case each patient has observations in the training as well as the test dataset).

Then, the models are trained on nine chunks and the tenth is predicted. This process is repeated

ten times until every chunk is utilized as test data. 10-fold cross-validation is widely used and

has also been shown to be suited for real-world datasets (Kohavi, 1995; McLachlan et al., 2005).

We utilized the Deviance Information Criterion (DIC) (Spiegelhalter et al., 2002) as indicator

for measure of fit and model complexity (Berg et al., 2004). The DIC is often used for model

comparison and selection; especially in a Bayesian context (Gelman et al., 2014). The performance

of a model is evaluated by the trade-off between how well the model fits the data and the

1https://www.python.org/
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complexity of the model. The model fit is expressed by the deviance (the lower the value, the

better the fit), which is essentially the difference between a saturated model (a model that

explains all variance in the responses) and the actual model. A penalty term is added to the

model fit that is increasing with a rise in number of parameters (Spiegelhalter et al., 2002).

Thus, models are preferred that have a smaller number of parameters. We chose the DIC as

an indicator for model selection and comparison because it has been performing sufficiently

regarding a variety of examples (Berg et al., 2004; Spiegelhalter et al., 1998).

According to Ando (2007) and Richards and Richardson (2012), however, the DIC can tend to

prefer overfitted models and is only based on a point estimate (Plummer, 2008; Vehtari et al.,

2016). Thus, we also utilized the widely applicable or Watanabe-Akaike information criterion

(WAIC) (Watanabe, 2010). The WAIC is infrequently used in research and practice because of

its additional computational effort (Vehtari et al., 2016). According to Vehtari et al. (2016), the

WAIC represents an improvement of the DIC. Since the calculation for the number of parameters

is based on each data point of the log likelihood, which is not the case for the DIC, the outcome is

more stable and reliable. The WAIC (as well as the DIC) suggests a superior performance the

smaller the value. For reasons of comparison and because of the mentioned issues regarding the

DIC, we utilized both measures in our analyses. For readers interested in the exact derivations

and steps regarding the calculation of the DIC and WAIC, we refer to the papers of Spiegelhalter

et al. (2002) and Vehtari et al. (2016) respectively.

We further used the root-mean-square error (RMSE) and mean absolute error (MAE) as

performance indicators. There is a debate about the selection of choosing either one of these

measures. Willmott and Matsuura (2005) and Willmott et al. (2009), for example, criticized the

usage of the RMSE and came to the conclusion that it is not a good indicator for the average

model performance. They emphasized to only utilize the MAE since it is more natural compared

to the RMSE. However, Chai and Draxler (2014) showed that the RMSE can be a better indicator

for model performance. Since there is no specific agreement in the literature as to which measure

is more reliable, we decided to report both measures in our analysis.

Additionally, we defined a mean model. This model uses the arithmetic mean of the self-

esteem value among the whole training set as prediction for each self-esteem value in the test

data. Since we included heterogeneous parameters, we also used a mean individual model that

utilizes the arithmetic mean of the training set on an individual patient level as predictions. We

used these measures for comparison and as a baseline model – if we would not achieve a higher

prediction performance than the mean models, it is questionable if the creation of such complex

models is even worth the effort.
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4.3 Results and discussion

4.3.1 Principal results

We can see that the mean individual model clearly performed better compared to the mean model

(Table 4.1). It is also indicated that all created models performed better than the mean models

regarding the RMSE and MAE (the other performance measures are not generatable for the

mean models). Indicated by a Wilcoxon-Test, the errors differed significantly (P < .05). Therefore,

creating such models is beneficial in regard to predictive performance in this context. The results

further indicate that the implementation of patient-individual parameters was advantageous;

both models performed better regarding each of the performance measures when accounting for

individual effects even though the complexity of the models (number of parameters) increased

(indicated by DIC as well as WAIC). This result highlights the importance of accounting for

individual parameters. We can further see that the stereotype logit model benefit more from

heterogeneity. Thus, we decided to utilize this model for further demonstration and analysis.

Model RMSE MAE DIC WAIC
No Heterogeneity Ordered logit 1.20 0.81 6204.88 6205.87
Heterogeneity Ordered logit 1.18 0.80 5914.91 6143.56
No Heterogeneity Stereo 1.21 0.82 6364.25 6369.72
Heterogeneity Stereo 1.08 0.73 5871.31 5772.14
Mean model 1.90 1.48 - -
Mean individual model 1.38 0.98 - -

Table 4.1: Results - performance for each model based on performance measures.

Figure 4.3 illustrates the predictive performance of this model in more detail. Specifically,

it shows the observed values of self-esteem in the test data as a line and the predictions of the

test data as crosses. The values are sorted in ascending order according to the observed values.

Oftentimes, the predictions were the exact observed self-esteem value. Only once, the prediction

was four categories off, however, it was frequently falsely predicted with a distance of two ranks.

Since the predictions were close to the observed value most of the time, also indicated by the

performance measures, we consider this a good result.

Table 4.2 demonstrates the effects of the psychological factors on the self-esteem. Here, the

analysis was executed based on all data without withholding observations for evaluation of the

models. The results indicate that the mood level of the patients is significantly related to the

self-esteem.
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Figure 4.3: Graphic visualization of predicted and observed values.

Variables Median 2.5% HDI 97.5% HDI
Mood 16.82 14.25 19.55
Worry -1.05 -2.95 0.69
Sleep 1.50 -0.52 3.42
Enjoyed activities 4.26 2.37 6.24
Social contact 0.81 -1.34 2.82

Table 4.2: Results - estimated model parameters including High Density Interval (significant
parameters in bold).

Since recent literature found that low self-esteem is linked to depressive moods (Martyn-

Nemeth et al., 2009) and mood changes can modify self-concepts (DeSteno and Salovey, 1997), this

finding is plausible. As already indicated by Pressmann et al. (2009), who found that enjoyable

leisure activities are related to factors for well-being, we show that enjoyed activities significantly

increased the self-esteem. When individuals experience certain activities as fun and pleasure,

they might be involved in actions that can boost their confidence, be of avail, and foster feelings

of happiness that can in turn increase the sense of self-worth. Therefore, joy and doing well

in a specific activity can potentially lead to feelings of reward and satisfaction and thus to an

increased self-esteem.

The other predictors were not significant. However, for some of the patients, these predictors

might be significantly related to the self-esteem. Figure 4.4 illustrates the distributions of the

individual β parameters for each patient and each predictor. The values in this Figure cannot

87



CHAPTER 4. PREDICTING SELF-ESTEEM IN ONLINE INTERVENTIONS

Figure 4.4: Graphic visualization of parameter distribution for each patient.

be read horizontally for each patient among the predictors; this means that the first patient

for one predictor is not the same as the first patient for another predictor because the values

are sorted in ascending order according to the individual mean value of the corresponding

distribution. The horizontal line represents the zero value for the parameter and is an indicator

for significance. The parameters varied tremendously, which again indicates the importance of

considering heterogeneity. Even though the overall result for the variable worry, for instance, was

insignificant, individuals exist for whom the outcome, the negative effect, was significantly true

and vice versa. This finding occurs for every predictor except the mood level. Mood seemed to not

be negatively related to self-esteem for any patient. Thus, the overall parameter for this predictor

was highly significant. This individualized information can potentially help therapists to make

refined and improved decisions on an individual level. Some patients were affected negatively

by certain factors and some positively; with this procedure, it is possible to detect those specific

patients. The gained information can lead to an increased understanding of patient-individual

behavior and improved decision-making which can in turn result in personalized interventions

and potentially better treatment outcomes.

4.3.2 Limitations

Besides the implications this study provides, we also depict some limitations and directions

for further improvement and research opportunities. One limitation is the usage of diary data.

Self-reported data is not inspected personally by a professional; even though this fact enables
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researchers to collect data in their natural environment, it lacks objectivity and can also lead

to falsely reported data and social desirability bias (Logan et al., 2008; Moskowitz and Young,

2006). Furthermore, we measured self-esteem only based on one question. Even though this

question is related to one item of the state self-esteem scale (Heatherton and Polivy, 1991), it

might not represent the whole complexity of self-esteem. We also obtained data for only 130

patients and 2326 observations. We believe that applying the modified models on other datasets

in order to confirm the results can lead to an increased representativity. More data could improve

the accuracy of gained information and especially enhance prediction performance. Therefore,

more research in this context is necessary for a verification of the results.

Another aspect that can be viewed critically is the attempt of predicting a self-esteem value

of a new patient that has not been seen before by the model. Unfortunately, even though we

would have access to varying parameters for the individuals, we would not have any information

on the new patient; therefore, we would predict this patients’ self-esteem based on the overall

parameter δ. In fact, we would not perform less accurate compared to models that do not account

for heterogeneous influences, however, we would also not benefit from the modified models.

Nevertheless, after obtaining some information about the new patient and a recalculation of

the models, we could obtain individual parameters for this patient. Thus, the utilization of the

modified models is initially not beneficial for new patients, but after an initial data collection

period, valuable results can be generated.

Another important aspect is the question of the exact impact of more accurate predictions.

How can the illustrated improvement be translated into practical benefits? If a therapist is able

to provide more refined recommendations, how are the individuals affected, how can this be

converted into higher outcomes, and what role do costs play in this question? We seek to tackle

challenges in this context in further research.

4.4 Conclusion

In this study, we predicted the self-esteem level of participants based on collected EMA data

from a two-arm randomized controlled trial. We modified two statistical models by including

heterogeneous slopes for each patient and employed Hamiltonian Monte Carlo techniques for

parameter estimation. Therefore, one purpose of this study was to highlight the importance of

individuality in such analyses. We illustrated a path of how individual parameters can be consid-

ered in an ordinal context and demonstrated how the prediction performance of different models

is influenced by doing so. Individual parameters did not only increase the performance of these

models but also allow practitioners to investigate differences among patients; possibly leading to

knowledge gain and deeper insight about the patients. We further emphasized the importance of

self-esteem in this context and investigated its relationships with other psychological factors. We

found that the self-esteem level of patients was positively related to mood and when individuals
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experienced joyful activities. We further found that worries can be negatively linked to self-esteem

whereas better sleep and social contact can be positively related to self-esteem. These latter

results were not significant overall, however, we demonstrated that for some individuals these

effects are significant. With our approach, we hope we can provide valuable information in the

mental health sphere and support the decision-making process in personalized interventions.
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DEVELOPING A PROCESS FOR THE ANALYSIS OF USER JOURNEYS

AND THE PREDICTION OF DROPOUT IN DIGITAL HEALTH

INTERVENTIONS: MACHINE LEARNING APPROACH

Bremer, V., Chow, P., Funk, B., Thorndike, F., and Ritterband, L. (2020). Developing a Process

for the Analysis of User Journeys and the Prediction of Dropout in Digital Health Interventions:

Machine Learning Approach. Journal of Medical Internet Research, 22(10):e17738.

Abstract

Background: User dropout is a widespread concern in the delivery and evaluation of digital

health (i.e., web- and mobile application) interventions. Researchers have yet to fully realize

the potential of the large amount of data generated by these technology-based programs. Of

particular interest is the ability to predict who will drop out of an intervention. This may be

possible through the analysis of user journey data – self-reported as well as system generated

data produced by the path (or journey) an individual takes to navigate through a digital health

intervention.

Objective: The purpose of this study is to provide a step-by-step process for the analysis of user

journey data and eventually to predict dropout in the context of digital health interventions. The

process is applied to data of an Internet-based intervention for insomnia as a way to illustrate

its use. The completion of the program is contingent upon completing 7 sequential cores, which

includes an initial tutorial core. Dropout is defined as not completing the 7th core.

Methods: Steps of user journey analysis, including data transformation, feature engineering,

and statistical model analysis and evaluation, are presented. Dropouts were predicted based
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on data of 151 participants from a fully automated web-based program (SHUTi) that delivers

cognitive behavioral therapy for insomnia. Logistic regression with L1 and L2 regularization,

support vector machines, and boosted decision trees were used and evaluated based on their

predictive performance. Relevant features from the data are reported that predict user dropout.

Results: Accuracy of predicting dropout (AUC values) varied depending on the program core

and the machine learning technique. After model evaluation, boosted decision trees achieved

AUC values ranging between 0.6-0.9. Additional handcrafted features, including time to complete

certain steps of the intervention, time to get out of bed, and days since last interaction with the

system, contributed to the prediction performance.

Conclusions: The results support the feasibility and potential of analyzing user journey data in

order to predict dropout. Theory driven handcrafted features increased prediction performance.

The ability to predict dropout on an individual level could be used to enhance decision-making for

researchers and clinicians as well as inform dynamic intervention regimens.

5.1 Introduction

The efficacy of digital (i.e., Internet, web, mobile) behavioral interventions to improve

a range of health-related outcomes has been well documented (Carlbring et al., 2018;

Erbe et al., 2017; Saddichha et al., 2014). However, adherence to these interventions is

a significant issue (Melville et al., 2010). Intervention dropout, defined as when a participant

prematurely discontinues a program, to Internet-based treatments for psychological disorders

typically vary between 30-50% (Horsch et al., 2015; Melville et al., 2010; Torous et al., 2020).

However, the reason for such high dropout rates is still unclear (Torous et al., 2020), whereas

longer treatment duration and user engagement appear to be associated with improved treatment

outcomes and greater effectiveness of the digital intervention (Alkhaldi et al., 2015; Funk et al.,

2010; Vandelanotte et al., 2007; Wickwire, 2019). Furthermore, in a research setting, high dropout

rates and, consequently, low exposure to the digital content, might affect the reported effects of a

digital intervention and the validity of the results (Brouwer et al., 2011; Geraghty et al., 2010).

While researchers have highlighted the need for a science of user attrition (Eysenbach, 2005),

there have been few advances in predicting dropout through advanced quantitative approaches in

eHealth interventions (Pedersen et al., 2019). In particular, prior work has identified hypothetical

factors influencing attrition in eHealth programs, such as ease of leaving the intervention,

unrealistic expectations on behalf of users, usability and interface issues, and amount of workload

required to benefit from an intervention (Eysenbach, 2005).

Such factors are likely to impact how a user ultimately engages with a program and could

provide indicators for predictive factors but do little to advance predictive modeling of dropout

when not applied in data-driven studies. Research suggests that an increased completion of

modules in digital therapeutics increases treatment outcomes (Donkin et al., 2011). Identifying
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those patients that are likely to drop out of treatment and addressing the related issues can, thus,

improve treatment outcomes and can be the basis of the development of micro-interventions that

target these high-risk participants in order to reengage them to complete the program (Fernandez-

Alvarez et al., 2017). Thus, predicting dropout on a participant-level supports the decision-making

of experts in the target field and consequently leads to more personalized treatment strategies.

In addition, inferential results can increase insight into the causes of attrition by revealing

data-driven indicators. Participant-specific factors can help to identify individuals that benefit

more from digital therapies compared to individuals for whom face-to-face treatment might be a

better approach. To evaluate the possibility of predicting dropout in digital interventions and

to shed light on some indicators of dropout, the aim of the current investigation is to propose a

process for user journey analysis to predict dropout from a digital intervention.

A wealth of data can be collected through the use of digital interventions. They often feature

content that is administered over time as users complete tasks or components of the intervention,

typically over several weeks or months (Christensen et al., 2016; Murray et al., 2016; Ritterband

et al., 2009a,b). Digital interventions also track and log different types of user interactions

(e.g., frequency of logins). These data provide a nuanced understanding of a participants’ usage

behavior over the course of an intervention (Iida et al., 2012). Combined with self-reported

data, passively collected user data could be captured and used to provide deeper insight about

how likely users are to drop out of an intervention on an individual level and lead to increased

prediction performance.

A user journey is a sequence of interactions as an individual uses a digital intervention

(i.e., the path an individual takes to navigate through a program). While user journeys are

well known and established in the field of online marketing, its direct application to digital

health interventions, to the best of our knowledge, has not yet been examined. Online marketers

leverage user journeys to collect information about an individuals’ behavior (Nottorf et al., 2012),

often referred to as clickstream data analysis (Chatterjee et al., 2003; Stange and Funk, 2015).

This increases the understanding of users’ behavior by recognizing patterns in their sequence of

actions. Thus, user journey analysis can reveal insight into an individuals’ behavior by enabling

an analysis of data (e.g., EMA or log data) that is not frequently used in the e-Health sphere (van

Breda et al., 2016).

There are likely several reasons why analysis of user journeys has not achieved prominence

in digital health interventions. One obstacle lies in the analysis of large amounts of raw data.

Analysis of user journeys often requires transformation of raw data, feature engineering, and the

application of machine learning techniques, which can be a burdensome process (Sen et al., 2006)

and is not a typical skill set of eHealth behavior researchers. While user journeys have been used

to predict different psychological factors such as mood, stress levels, or treatment outcomes and

costs, (Becker et al., 2016; Bremer et al., 2018; Jaques et al., 2017; van Breda et al., 2018; Van

Breda et al., 2016; van Breda et al., 2016) , to our knowledge, no work has provided steps to be
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Figure 5.1: Process of analysis.

taken to analyze raw user journey data and, at the same time, predict user dropout of a digital

health intervention.

The overarching goal of the current study is to establish and provide a step-by-step process

describing how to leverage user journeys to predict various behaviors (e.g., dropout). This process

involves several steps, including creating the basic data structure for handling user journeys,

creating features that can add additional information to the existing raw data, and ultimately

providing a framework for the statistical analysis. A technical implementation (R package)

(Bremer, 2018; R Core Team, 2018) of this process is provided for the research community. To

demonstrate the application and potential utility of this process, we use it to predict user dropout

in a randomized controlled trial of a fully automated cognitive behavior therapy intervention for

insomnia (Sleep Healthy Using the Internet [SHUTi]) (Gosling et al., 2014).

5.2 Methods

5.2.1 User journey process

The overarching steps of the user journey process are outlined in Figure 5.1. This process applies

machine learning algorithms, specifically supervised learning, which is used when both input (e.g.,

logins, mood symptoms) and output data (e.g., dropout status) exist in the dataset (Kotsiantis,

2007).

It is important for researchers to clearly define the outcome variable of interest. As dependent

variables can take on different measurement scales (e.g. discrete or continuous), defining the

target variable has consequences for the choice of statistical models. When predicting discrete

outcomes (i.e., consisting of at least two discrete categories or labels), classification is often the
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Figure 5.2: Example of data transformation in the context of digital health interventions.

appropriate approach. On the other hand, when predicting continuous outcome variables, the

learning task is regression.

5.2.1.1 Step one: Data transformation

The first step to analyzing user journey data is to transform the raw data into a wide format,

as can be seen in Figure 5.2. Thus, the transformed data are structured such that each row

corresponds to a unique observation in "Time" for a particular user (’ID’).

When transforming the raw data, it is important to specify the time window defining the time

interval for which individual touchpoints are aggregated. The choice of the time window depends

on the density of the observations in the raw data. For example, if a raw dataset is composed

of a few touchpoints over the course of a day, choosing a time window on a scale of days avoids

sparseness of the transformed data matrix. In contrast, when predicting purchases in online

marketing, for example, a large number of observations exists for each user on short timescales.

Here, choosing a small window (e.g., an hour) could be beneficial since the resulting matrix will

not be sparse and information loss is minimal. In an Internet-based intervention, however, it is

not unusual for self-reported data to be collected as little as once a day, with a user only logging

into the system perhaps a few times a day. In this case, it would not make sense to choose an

hour-long window because the resulting matrix would be very sparse. Thus, choosing a time

window on a scale of days would be a better choice.

If multiple observations of the same type occur within a time window, one must decide how

to aggregate these values. For some variables, such as diary entries, taking an average may be

desirable; for other variables, such as logins, the sum is a more appropriate aggregation. The

provided technical framework supports the procedure of data transformation. In addition, missing

values often exist in the data. There are various procedures that can handle missing values.

One might remove all rows that include missing values, however, this can lead to a reduction in

observations. Other possibilities are imputation procedures such as using aggregated values of
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these features or developing statistical models that predict the missing values based on other

features. For more information on missing values, we refer to Batista and Monard (2003).

5.2.1.2 Step two: Feature engineering

Feature engineering can be described as the process of including additional variables into the

data with the intention to achieve increased predictive performance. As statistical learning relies

heavily on the input data, this step is important for improving accuracy of prediction (Domingos,

2012). There are two approaches to feature engineering: handcrafted or automated. Handcrafted

feature engineering is a challenging task and requires human effort and domain knowledge. It is,

therefore, appropriate for researchers with expertise in the domain that is represented by the

data (e.g., sleep) to be highly involved in the process (Kanter and Veeramachaneni, 2015; Khurana

et al., 2016; Lam et al., 2017). A clear understanding of the problem to be solved is necessary

in order to derive meaningful features (Lam et al., 2017). Handcrafted feature engineering

often involves a trial-and-error phase to experiment with different features (Domingos, 2012).

Automated feature engineering involves the generation of candidate features that are evaluated

based on their predictive performance. Tools exist for the application of automated feature

engineering in different domains, such as natural language processing or machine vision (Cheng

et al., 2011; Kanter and Veeramachaneni, 2015; Lu et al., 2014).

Interaction terms, i.e. the product of two original features, can lead to additional knowledge

about their relationships and increased predictive accuracy. The provided technical framework

supports generating them. In case of a large number of original features, however, including

interaction terms results in many additional features.

Additionally, time-window based aggregation methods can be beneficial in terms of predictive

performance in the context of digital health interventions (Van Breda et al., 2016). Here, based

on a user specified time window w, various types of aggregations are performed on the original

features. Figure 5.3 represents the process of this task through the exemplification of self-reported

EMA data. The "Mood" level is reported by an individual at different points in time ("Time steps").

For the creation of the aggregated features, a time-window of w=3 is specified in this example.

Various statistical measures, such as the sum ("Mood_sum"), mean ("Mood_mean"), minimum,

maximum, and standard deviation (not shown in figure) are calculated for three consecutive

measurements of the mood level (w=3) and included as additional features in the dataset. It

should be noted that the creation of features can limit one’s ability to reproduce study results if

the feature engineering process is not well documented or if the dataset changes over time. For

the case study in this paper, we created various theory driven features based on expert knowledge,

which will be introduced in a later section.
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Figure 5.3: Example of creating aggregated time-window based features for w=3.

Figure 5.4: Procedure of statistical analysis.

5.2.1.3 Step three: Statistical analysis and model validation

The next step of analyzing user journey data is the application of machine learning techniques in

order to predict the outcome variable. Figure 5.4 depicts this procedure. First, the dataset can be

split into a training set for fitting the data and learning patterns and a test (or holdout) set. This

test set is usually created if sufficient data are available. It is subsequently used for testing the

final model performance of the selected algorithm. It is difficult, however, to quantify "sufficient

data" as it depends strongly on the field of research, applied models, and structure of the data.

Depending on the task to be analyzed, the data can be further split based on particular points
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in time. If the aim of the analysis, for example, is the prediction of the outcome of an intervention,

it might be useful to evaluate at what point in time the predictive accuracy is at its peak. The

longer the time-window, the higher the predictive accuracy can be assumed because more data is

available. Thus, using time windows and basing the amount of usable data on these windows

("Interval cut off") can be useful in evaluating the feasibility of prediction.

There is a large number of machine learning techniques that can be applied to user journey

data; some models can be applied to both learning tasks (classification or regression), such as

support vector machines or decision trees, whereas others fit better for a specific task (i.e. logistic

regression for classification). Researchers may wish to compare their predictive performance

to justify the model selection. To gauge the predictive performance of a specified model, cross-

validation is often applied. Here, the data are divided into k chunks where k-1 chunks are used

for training the machine learning techniques and the remaining data chunk is used for predicting

the target variable. This procedure is repeated k times until each chunk has been used as a

validation set. Ultimately, the model with the best performance is selected for the specified

learning task. If a holdout set was maintained, the specified model is then trained based on all

data. The target variable in the holdout set is then predicted and evaluated, which leads to the

test prediction error.

Model validation checks the ability of a particular model to either fit the data or predict

the outcome variable (Marcus and Elias, 1998). Eventually, the one with the best performance

is selected. Non-validation can lead to inaccurate predictions and thus overconfidence in the

developed model (Arboretti and Salmaso, 2003). Model validation should generally be executed on

the validation set for each iteration of the cross-validation procedure (cross-validated prediction

error) in order to select the best model, and, subsequently, on an independent test set that was set

aside earlier (test prediction error). In some cases, especially when not enough data is available,

no independent test set is put aside and only the cross-validated error is reported, which can lead

to an optimistic estimation of the error (Arboretti and Salmaso, 2003).

Deciding on the method of model validation also depends on the learning task. For regression,

criteria such as the root-mean-square error (RMSE) or mean absolute error (MAE) are often

appropriate. For the classification task, confusion matrices and receiver operating characteristics

(ROC) graphs are often used as performance indicators. More information about these validation

procedures and their application can be found elsewhere (Fawcett, 2006).

In the provided technical framework, logistic regression, linear regression, support vector

machines, boosted decision trees, and regularization techniques are implemented. Since over-

fitting can occur when utilizing a large number of features (Domingos, 2012), and some types

of statistical procedures (e.g., linear regression) cannot be applied when the number of features

is greater than the number of observations, alternative techniques such as regularization and

feature selection may need to be used (Tibshirani, 1996). A thorough review of these techniques

is outside the scope of this paper, and readers are strongly encouraged to learn more about each
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of these techniques and how they pertain to their data and aims.

5.2.2 Case study

To illustrate the user journey analysis process, data were extracted from a trial of an online

program (SHUTi) that is based on cognitive behavioral therapy for insomnia (CBT-I) (Thorndike

et al., 2008). SHUTi is a fully automated web-delivered program that is tailored to individual

users (Thorndike et al., 2008) and informed by the Model for Internet Interventions (Ritterband

et al., 2009b). SHUTi is based on the primary principles of face-to-face CBT-I, including sleep

restriction, stimulus control, cognitive restructuring, sleep hygiene, and relapse prevention.

SHUTi contains 7 "cores" that are dispensed over time, the first core being a tutorial on how to

use the program, with new cores becoming available seven days after completion of a previous

core. This format was meant to mirror traditional CBT-I delivery procedures using a weekly

session format. SHUTi has been found to be more efficacious than online patient education in

changing primary sleep outcomes (insomnia severity, sleep onset latency, wake after sleep onset),

with the majority of SHUTi users achieving insomnia remission status one year later (Ritterband

et al., 2017). Thus, the efficacy of SHUTi is well established. However, similar to other digital

interventions, predicting user dropout is an important yet unaddressed issue. Thus, the primary

aim of this case study is to demonstrate the feasibility of predicting user dropout from data

generated by a digital health intervention.

The current sample was drawn from a trial consisting of 303 participants (72% female)

between the ages of 21 and 65 (Mean=43.3, SD=11.6). They were 84% White, 7% Black, 4% Asian,

and 5% "other." Participants were randomly assigned (using a random number generator) to

receive SHUTi or online patient education (control condition). The study was approved by the

local university Institutional Review Board and the project is registered on clinicaltrials.gov

(NCT01438697). Inclusionary and exclusionary criteria as well as outcomes are reported in detail

elsewhere (Ritterband et al., 2017).

Data from 151 participants who were assigned to SHUTi were utilized in this paper. Both

self-reported and system generated types of data are available. Participants completed a battery

of self-report measures at baseline and post-intervention. A list and detailed description of the

measures have been published previously (Ritterband et al., 2017) and can also be found on the

clinicaltrials.gov registration page. Sleep diaries were also collected throughout the intervention

period, and capture information about bedtime, length of sleep onset, number and duration of

awakenings, perceived sleep quality, and arising time. Data was collected prospectively for 10

days (during a 2-week period) at each of the four assessment periods (pre- and post-intervention,

and 6 and 12 month follow-ups). Sleep diary questions mirrored those from the Consensus Sleep

Diary (Carney et al., 2012). Values for sleep onset latency (SOL) and wake after sleep onset

(WASO) were averaged across the 10 days of diary collection at each assessment period. System

generated data included individual logins and automated emails sent by the system as well as

105



CHAPTER 5. A PROCESS TO ANALYZE USER JOURNEY DATA

Figure 5.5: Setup of analysis for dropout prediction.

trigger events logged in the system. All data was utilized to predict user dropout, defined as not

completing all 7 SHUTi cores (Core 0 through Core 6). Thus, users were classified as having

dropped out or not. As noted elsewhere (Ritterband et al., 2017), 60.3% (91 of 151) participants

completed all 7 cores in the SHUTi program.

5.3 Results

The primary aim was to predict whether users prematurely dropped out of SHUTi (dropped out

by Core 6/completed Core 6). Therefore, the learning problem is a binary classification (drop

out/did not drop out). In order to verify at what point in time of the intervention the machine

learning techniques were capable of predicting dropout, separate analyses were executed after

the completion of each core (Figure 5.5) and only included data up to the core in question. The

number of participants included in each analysis was 146, 141, 133, 116, 102, and 101, for cores

0-5, respectively.

5.3.1 Data transformation

As a first step, the raw data was transformed into a rectangular data matrix (wide format), which

led to 981 basic features. Basic features are those features that were already included in the raw

data. As an example, see column "Type" in Figure 5.2. Additionally, twenty-five handcrafted and

theory driven features that were derived from the raw data were implemented. These features

are introduced in the next section. In total, 1006 features were used for the analyses. Whenever

the same question (i.e. in the case of diary data) was administered multiple times a day, the

mean of the reported values was chosen for numeric data and the mode for categorical data. To

reduce the sparseness of the resulting data matrix, reported values for questionnaires such as

the Insomnia Severity Index were repeated for each participant until the next occurrence of the

questionnaire (this questionnaire was administered before each core). In order to address the

issue of missing data, features were deleted based on their quantity of missing data. To evaluate

how the deletion affects the predictive performance of the models, features were deleted that

contained more than 5% (i), 10% (ii), 15% (iii), and 20% (iv) of missing values. This procedure
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reduced the number of features tremendously. Additionally, categorical variables that only had

one level or category were removed. Less data is available for the analysis at time point Core 0

compared to time point Core 5. Thus, the number of features for each level of missing data was

83 (i), 263 (ii), 299 (iii), and 401 (iv) features.

Because the aim of this study was to predict dropout at Core 6, each participant only had

exactly one outcome value – they could either complete Core 6 or not. Users that dropped out

between Cores 1-5 would be classified as having dropped out at Core 6. Therefore, the user

journey data needed to be aggregated for each user. For most of the variables, the mean and

mode were used as aggregation method. However, for some variables, such as login information

or number of days since last contact, the sum is more appropriate. Table 5.1 illustrates the

different aggregation procedures and the corresponding features. Features that are not listed

were aggregated by mean and mode. The rest of the missing data were imputed using the median

for numeric variables and mode for categorical features. Additionally, an imputation based on the

k-nearest neighbor (KNN) algorithm was applied (k=5). Both approaches were used in order to

reveal which led to a better prediction performance.

5.3.2 Feature engineering

There were twenty-five theory–driven features implemented for this case study. Some of these

features, shown in Table 5.1, were handcrafted and some were already existing in the dataset.

Specifically, the handcrafted features were computed from the raw data and were deemed as

useful for model prediction. Few of these features are study-specific (e.g., if the participant finished

homework in Core 2) whereas others could be used in any type of digital intervention (e.g., if the

participant logged in). Because the number of features generated from the study data was already

large, none of the generic feature generation methods were used. These twenty-five features

were not deleted based on the missing value ratio (see above) because there was a clinical or

theory-driven rationale that they would influence prediction performance.

5.3.3 Statistical analysis and model validation

For the learning task, a set of machine learning techniques were used in order to select the model

with the best prediction performance. Specifically, support vector machines, boosted decision trees,

and logistic regression with L1 and L2 regularization were applied. The optimal parameters were

found by a grid-based search and cross-validation. Additionally, stratified 10-fold cross-validation

was used for each analysis. In order to choose an appropriate statistical model, a heat map was

created to illustrate the average area under the curve (AUC) across all core analyses for each

model, imputation procedure, and threshold for percentage of missing values (Figure 5.6). As

can be seen, the method of imputing the missing values did not have a strong influence on the

performance of the applied statistical model. Increasing the percentage threshold influenced L1

regularization and SVM negatively whereas L2 regularization and boosted decision trees seemed
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Feature
aggregation
method

Handcrafted features Existing clinically important features

- Days since last contact (any
interaction)

- If the participant had an alcoholic
drink that day

Sum: The sum of
all observations
of a specific
feature for an
individual

- If sleeping duration is decreasing
from Core to Core

- If the participant took a nap

- If sleep window duration is 5 or 8
hours

- If the system recorded a triggered
event that day
- If the participant logged in that day
- If the system sent an email that day

- Difference between preferred arising
time in Core 2 and Core 3

- If the participant finished homework
in Core 2

Last: The last
observation of a
specific feature
for an individual

- If preferred arising time is greater
than 8am in Core 2

- Number of days where no diaries
have been completed in the time
period of analysis

- Average time in days to complete a
Core among all Cores that have been
available

- Precipitating factor includes "major
life event" or "Health/Psychological"

- Time needed in days to complete a
Core in days (6 features for Core 0-5)
- Difference between awake and arise
time

- Naptime in minutes

Mean: Mean of
the observations
of a specific
feature for an
individual

- Difference between preferred arise
time and actual arise time (am/pm)

- Difference between preferred arise
time and actual arise time (minutes)
- Difference between preferred bed
time and actual bed time

Table 5.1: Aggregation of theory determined features.
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Figure 5.6: Heat map of averaged AUC values across core analyses for each model, imputation
procedure, and threshold for percentage of missing values.

to not be influenced tremendously. The best average AUC value (.719) was achieved by applying

boosted decision trees, deleting each feature that contained more than 15% of missing values,

and imputing the rest of the missing values by KNN.

Figure 5.7 illustrates the ROC curves for each core analysis using the specified parameters.

With the exception of Core 4, the AUC values increased with each analysis. For each Core, the

predictions were better than random indicated by AUC values above 0.5. Generally, the AUC

values ranged between 0.6 and 0.9. Importantly, the prediction of dropout appears feasible early

in the intervention period (i.e., Cores 1 and Core 2). Additionally, the area under the precision-

recall curve was computed (PRAUC). Across all core analyses, a PRAUC of 0.48 was observed

while chance had an average of 0.24. Thus, the model performs better than chance.

Boosted decision trees were used to identify important features. Here, Shapley additive

explanation values (SHAP) were used (Lundberg and Lee, 2017). SHAP values are a relatively

new concept in the field of machine learning and essentially represent the importance of each

feature and their contribution to the prediction by comparing the prediction of the model with

and without a specified feature value depending on the order of their introduction to the model.

In addition to the importance of each feature, SHAP values quantify how features contribute to

the prediction of the model.

Figure 5.8 includes the five most important features according to the boosted decision trees

for each core analysis. In each graph, the x-axis represents the values for each feature and the

y-axis represents the SHAP values (i.e., the effect each feature has on predicting the completion

of Core 6 of the intervention). In the Core 0 analysis, for example, finishing Core 0 within three

days (x-Axis) has a positive influence on dropout as can be seen on the y-Axis above zero. However,

taking more time to complete Core 0 (where x-Axis is greater 3) influences dropout prediction

negatively as the graph approaches values under zero.
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Figure 5.7: ROC for each core analysis based on boosted decision trees (15% missing value
deletion, KNN imputation).
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Core 0 Analysis Core 1 Analysis
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Core 2 Analysis Core 3 Analysis
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Core 4 Analysis Core 5 Analysis

Figure 5.8: Five most important features for each core analysis according to boosted decision
trees (15% deletion of missing values, and KNN imputation). The x-axis represents the values for
each feature and the y-axis represents the SHAP values.

In general, seven out of the strongest 22 features were handcrafted and theory driven.

Table 5.2 summarizes all features. Taking more time to complete the cores appeared to influence

dropout. The time to complete Core 0 predicted whether a participant eventually dropped out

(Core 0 and Core 1 analysis). Additionally, usual arise-time and the time needed to get out of bed

(from awake to arise) affected the prediction of dropout early on in the intervention. Participants

who got up earlier than 4:30am and later than 6:45am, and participants that needed less time

than 9 minutes or more time than 66 minutes to get up, negatively influenced the prediction of

completing Core 6 of the intervention (x-Axis of feature usual arise-time and time to get up for

Core 0 respectively). Furthermore, a greater wake time after sleep onset (WASO) also appeared to

influence the prediction of dropout status. These variables could, therefore, be an early indicator

of dropout in this particular intervention.
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In addition, if triggers were logged on more than 18 days or participants received emails on

more than 30 days, dropping out was more likely (Core 3 analysis). Furthermore, if there was no

interaction between the system and the participants for more than 67 days, the individuals were

more likely to drop out.

5.4 Discussion

5.4.1 Principal findings

Considering the increasing usage of digital health interventions and the tremendous amount

of data gathered in such interventions, a variety of methods can be used for the analysis of

various data types and structures. In this study, a process for the analysis of user journey data

in this context was proposed and a step-by-step guide and technical framework for the analysis

as an R package was provided. Challenges of data analysis based on user journeys, such as

data transformation, feature engineering, and statistical model application and evaluation were

discussed. The analysis of user journeys can be a powerful tool for the prediction of various factors

on an individual participant-level. Here, it has been applied to real-world data in order to predict

dropout of an Internet-based intervention.

The application of the proposed process and evaluation of statistical models indicated the

feasibility of dropout prediction by using this process. AUC values ranged between 0.6 and 0.9 for

the selected machine learning algorithm (boosted decision trees). Most importantly, it was shown

that the prediction of user dropout was possible early in the intervention, which could be helpful

to clinicians and policy makers as treatment decisions are made and adjusted. Additionally,

this study indicated the importance of expert knowledge and subsequent implementation of

handcrafted features. Not all existing statistical models necessarily need handcrafted features

because automated feature engineering can already provide crucial insight; however, handcrafted

features can increase prediction performance and lead to increased interpretability. In this

study, handcrafted features appeared to be among the most important features according to the

boosted decision trees perhaps given the more nuanced understanding necessary for treating

insomnia. It is important to keep in mind, though, that the analysis presented here was meant

as a demonstration of the power of this approach. A much larger dataset is needed in order to

draw more firm and generalizable conclusions.

With this caveat, a number of interesting results emerged related to features and impact

on dropout prediction. For example, as participants took longer to complete earlier steps of

the intervention, they were less likely to complete the final step of the intervention. Thus, a

discussion about how users can be motivated to complete early steps in the intervention may

be very beneficial. In addition, findings suggest that the time participants get out of bed in the

morning and how much time they actually needed to get up might be an important factor for

completing the sleep intervention. Participants who get out of bed between 4:30am and 6:45am
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Predictors Analysis at Each Point in Time

Feature Description
Core0 Core1 Core2 Core3 Core4 Core5

Core 0 Completion Date –
Intervention Start Date*

Time to complete Core 0 in days + +

Arise Time - Awake Time*
Difference between time awake and
getting out of bed in minutes (time to
get up)

+

Usual arise time
Retrospective report specified from
baseline data

+

WASO (Wake After Sleep
Onset)

Minutes awake in the middle of the
night from sleep diaries

+ +

SOL (Sleep Onset Latency)
Minutes to fall asleep from sleep
diaries

+

Baseline Arise Time (pre
arising time)

Time the user specified that they got
out of bed from baseline data

+ +

Pre retro sleep waking early
User indicates having problems
waking too early in the morning

+

Pre teach trust info source c
How much user trusts health
information from various sources

+

Avg time complete core*
Average time to complete a core
among all cores that have been
available

+ + + +

Pre stpi 24 dep How low the user feels at baseline +

Pre se gen 3
How well the user feels things have
been going

+

Bedtime
If participant went to bed in the am
or pm

+

Email sent* If the system sent an email that day +

Pre stpi 26 cur
How stimulated the user feels at
baseline

+ +

Trigger event logged*
If the system logged a trigger event
that day

+

Pre teach stress 6
User feels s/he can solve most
problems if necessary effort is put in

+

Pre stpi 18 cur How eager the user feels at baseline +
Core 4 Completion Date –
Core 4 Start Date *

Time to complete Core 4 in days + +

Pre stpi 29 anx
How much self-confidence the user
feels at baseline

+

Days since last info*
Days since last contact (any
interaction)

+

Pre CESD 14 How lonely the user feels at baseline +

Pre retro sleep length of sleep
prob

Number of months user reports
having had sleep difficulties at
baseline

+

Table 5.2: Summary of the unique top 5 most important features across analyses; * indicates
handcrafted/theory driven features.
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and do not need more time to get out of bed than 66 minutes were more likely to complete the

final step of the intervention. Additionally, trigger events might only have a positive effect in the

short-term, as the appearance of triggers more often than 18 days appeared to increase likelihood

of dropping out. However, it could be possible that this finding only accounts for participants

that would not have completed the final step of the intervention regardless. Assuming this, these

participants were, therefore, not influenced by trigger events. It is also important to emphasize

that these results are based on a bottom-up, data-driven learning approach. Therefore, it is up

to researchers to interpret the results and cross-validate them in other samples. Predictions in

this context based on user journey data and the resulting knowledge about factors that influence

these predictions, especially on an individual level, could lead to the implementation of strategies

that seek to improve the utilization and efficacy of digital health interventions.

5.4.2 Limitations

There are a number of limitations of this study that should be considered in interpreting the

results. One limitation is the relatively limited number of participants included in the analysis

and large feature space. The predictive performance of the applied models is satisfactory, espe-

cially early on in the intervention. The process and models described in the current study are

technically feasible though the reliability of the ensuing results may be impacted by limitations to

sample size. Due to the limited number of participants, the results of the current study should be

replicated in a larger sample. Furthermore, the amount of missing values impacts the analyses

and can lead to bias. Obtaining more complete data can further increase interpretability and

predictive accuracy of the models. Other than time-window based features and time-dependent

variables, the demonstrated steps and current analysis do not include time-dependent feature en-

gineering such as the relation between features and observations across time. Researchers should

examine the dataset they are planning to analyze to determine whether time-dynamic features

could be used in their projects. Another limitation is the fact that the data are heterogeneous

on an individual participant-level; thus, the application of models that consider heterogeneous

parameters might provide deeper and more individualized information about the participants.

However, considering the number of participants in the data, heterogeneous models have not yet

been investigated. The results are, nevertheless, promising and can lead to increased knowledge

about users and how dropout of digital health interventions is affected by various factors. Studies

using larger datasets are necessary in order to improve model performance and confirm findings.

5.4.3 Conclusion

This study proposes a step-by-step process for the analysis of user journey data in the context

of digital health interventions and provides a technical framework. Furthermore, the proposed

framework was applied to data of an Internet-based intervention for insomnia to predict dropout

of participants. These participants needed to complete 7 cores in order to finish the program.
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Importantly, our process was able to predict user dropout at each core better than chance. The

predictive performance also varied by core; while the AUC was roughly 0.6 for cores 0 and 1,

it was noticeably higher for the latter cores. This indicates that the user journey process can

be used to predict dropout early in the intervention and prediction accuracy increases over the

course of the intervention. This may allow researchers to preemptively address dropout before

it occurs by providing support to users that may be struggling to engage. Among the machine

learning techniques we evaluated, boosted decision trees provided the greatest accuracy while

deleting features that contained more than 15% missing values. Additionally, a varying set of

features were revealed that contributed to the prediction performance of dropout in this context.

Replicating the current results in a larger sample is needed to further validate the process

outlined in this paper. Researchers may also wish to develop methods that predict the likelihood

of user dropout over the duration of an intervention, which could enable researchers to devote

resources to those at highest risk of dropping out.
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6
APPLICATION OF THE DEVELOPED PROCESS TO COMMERCIAL DATA

6.1 Introduction

As mentioned in Chapter 5, the limited number of participants included in the dataset used

for the application of the developed framework might lead to uncertainty of the results.

Therefore, the framework was applied to a larger dataset obtained from a company that

develops and delivers clinically validated digital therapeutics. This chapter describes the aim,

data, and preprocessing (setup), which is similar to the one described in Chapter 5, the results of

this analysis, and a conceptual approach to utilize predictions in this context.

6.2 Setup

As in Chapter 5, applying the framework aims at predicting dropout of a digital health interven-

tion at different points in time of the program (Figure 5.5). Another focus lies on the evaluation

of the predictive performance of the developed process and how the generated predictions could

be utilized in order to support decision-making in clinical practice. The commercial real-world

dataset was derived from the SHUTi program, and thus, the data structure is similar to the

one described in Chapter 5. However, no baseline information was available for most patients

and instead of data from 115 participants, this dataset includes 6948 patients after data pre-

processing (patients that have less than 5 days of provided data were excluded). As in Chapter 5,

seven cores needed to be conducted by the patients in order to finish the treatment. Thus, at each

point in time (Core 0-5) it was predicted if a specific patient will finish Core 6 of the intervention.

Because of the large number of participants, a holdout dataset could be set aside that included

data from 1389 (20%) patients. The number of patients included in each analysis was 5559, 5547,

5052, 4416, 3960, and 3510, for Cores 0-5, respectively. In total, 165 features were used; nine
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of them were handcrafted. Specifically, the handcrafted features were the time since the last

information was obtained by a patient (diffDate), the time between awakening and arising of

a patient (getUp), the difference between preferred and actual arising time (diffPref ), and how

much time a patient needed to finish a specific core (six features for Core 0-5 (diffCore)). However,

a large number of missing values exist in the data. This problem was addressed by deleting

features based on the amount of missing data. To evaluate how the deletion affects the predictive

performance of the models, features were deleted that contained more than 10%, 20%, 30%, and

40% of missing values. Furthermore, categorical variables that only had one level or category

were removed. The average number of features for each threshold of deleted missing data across

all core analyses was 39, 42, 45, and 50 features. Each patient has exactly one outcome: dropping

out or not dropping out of treatment. Data for each patient was therefore, as implemented in the

technical framework, aggregated by mean for numeric and mode for categorical data. For some

features, however, using the mean and mode is not necessarily meaningful. The feature diffDate

was aggregated by sum and number of logins and emails were counted. The last observation for

an individual patient was utilized for all diffCore features. After patient-specific aggregation,

the rest of the missing data were imputed by median for numeric data and mode for categorical

data. Additionally, the k-nearest neighbor (KNN) algorithm was applied for imputation in order

to compare both approaches in terms of predictive accuracy (k=5).

Regularized logistic regression (L1 and L2 regularization) and boosted decision trees were

applied in order to predict dropout of the patients. For finding the optimal parameters for

these machine learning techniques, a grid-based search and cross-validation was conducted.

Table 6.1 demonstrates the hyper parameter space for the boosted tree model. Since one aim was

the evaluation of the developed framework, the parameter space is equal to the implemented

range in the technical framework. This space could be increased to obtain a better predictive

performance. The L1 and L2 regularization models utilized 10-fold cross validation to find the best

λ. Additionally, 10-fold stratified cross-validation was applied for obtaining a cross-validated error

and selecting the best model. As performance indicator, the area under the receiver operating

characteristics curve (ROC) was used (AUC) (Fawcett, 2006).

Hyper parameter Tuning approach Parameter space
Iterations Fixed value {1000}
Sample ratio of training instances Fixed value {1}
Learning rate Grid search {0.1,0.01,0.0001}
Depth of tree Grid search {2,6,10}
Gamma Grid search {0,1}
Features supplied to tree Grid search {0.4,0.8}
Minimum number of samples for splitting Grid search {1,20}

Table 6.1: Hyper parameter space for boosted trees.
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Figure 6.1: Heat map of averaged AUC values across core analyses for each model, imputation
procedure, and threshold for percentage of missing values.

6.3 Results

Figure 6.1 illustrates the averaged AUC scores across all six analyses (Core 0-5) for each machine

learning technique, threshold of missing values, and imputation procedure. As can be seen, the

method of imputing missing values did not influence the results strongly (as in Chapter 5). The

same observation accounts for the threshold of deleted missing values. Boosted decision trees

lead to the best average result when features were deleted that have more than 40% of missing

values while imputing the rest by median and mode.

After selecting the above mentioned setting and machine learning technique, Figure 6.2

illustrates the ROC curves for each core analysis and their corresponding AUC. The ROC curves

on the left hand-side are the cross-validated results from 10-fold-cross-validation and the results

on the right side depict the outcome for the holdout dataset. The AUC values for both predictions

(cross-validated and holdout data) are very similar; additionally, the AUC values continuously

increase across the core analyses except for Core 5 in the cross-validated ROC (left side). Thus, the

predictive accuracy increases as patients progress through the program. It can also be observed

that a prediction of dropout already appears feasible early on in the intervention (Core 1-2).

Because the analyzed problem is an imbalanced classification problem, the area under the

precision recall curve (PRAUC) is demonstrated in Table 6.2. The precision recall curve is less

sensitive to imbalanced data because it focuses on the prediction of the minority class. The

threshold for a random guess or chance differs because it depends on the actual distribution of the

positive and negative cases. Here, as well as the AUC indicates, it can be observed that dropout

is constantly predicted better than random. These results are not only good for the evaluation of

the framework but also for predicting dropout and can support decision-making in therapeutic

processes.
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Figure 6.2: Cross-validated ROC (left) and ROC for holdout data (right).

Core Data PRAUC Chance
0 Cross-validated 0.575 0.487
1 Cross-validated 0.616 0.482
2 Cross-validated 0.704 0.433
3 Cross-validated 0.737 0.360
4 Cross-validated 0.748 0.276
5 Cross-validated 0.738 0.183
0 Holdout 0.540 0.476
1 Holdout 0.621 0.488
2 Holdout 0.646 0.432
3 Holdout 0.593 0.316
4 Holdout 0.524 0.276
5 Holdout 0.434 0.186

Table 6.2: Area under the precision recall curve for different core analyses and cross-
validated/holdout data.

6.4 Conceptual approach for the utilization of predictions

Since the results of the analyses are very promising, the question arises how these predictive

outcomes can be utilized for therapeutic decisions in practice. Figure 6.3 demonstrates an

approach for the evaluation of the predictions in terms of clinical and economic impact. As input

for the machine learning models, patient-specific data is required. The output of these models

are the generated predictions. These outputs basically specify the likelihood of a participant

dropping out of the intervention. If the model generalizes well beyond the training set, it can

be assumed that with increased data, the dropout predictions approach the actual dropout rate

of the population. The next step is the development of possible micro-interventions that can

potentially improve intervention adherence for specific patients. These interventions need to be

developed with support of experts in the target field of the intervention. Possible interventions
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Figure 6.3: General approach for clinical and economic evaluation of predictions.

with different levels of engagement could be to send automated or personalized messages, have

coaches or clinicians make personalized phone calls, or even make a personal appointment with a

clinician to review the current status of treatment, moving up the hierarchy of stepped support

as needed. Another general option to decrease dropout rates would be to increase motivation

by offering certain rewards for completing steps of the program. These rewards could either be

of financial nature or in the form of badges inspired by the concept of gamification (Cugelman,

2013; Hamari, 2017). Specific achievements could be unlocked whenever patients finish parts of

the program such as completing a core or filling out seven consecutive days of sleep diaries. As

mentioned earlier, these types of interventions need to be carefully developed by clinicians in the

field, as interventions could target both engagement with the therapeutic and/or adherence to

therapeutics assignments.

After developing such micro-interventions, they need to be utilized and evaluated for patients

that are identified as high-risk. Here, the process of Figure 6.4 can be followed (will be explained

in more detail below). Afterwards, more data is generated from patients that have received the

micro-interventions. In order to estimate the actual impact of the micro-interventions, dropout

could then be predicted repeatedly by applying machine learning models. This could lead to

decreased dropout rates for individuals that are affected by the micro-interventions. Furthermore,

these new models could reveal that the impact of different micro-interventions varies among the

patients. For example, individuals that are under the age of 20 might be less affected by phone

calls whereas appointments or automated messages might work better. A cost/benefit analysis can

then estimate the clinical and economic impact of the predictions as well as micro-interventions.

Here, however, no data is available for this estimation because these predictions have not been

utilized in practice and no new micro-interventions have been developed. Thus, an approach is

demonstrated in which the cost/benefit analysis can be estimated before the micro-interventions

are applied. For this task, the process of Figure 6.4 is used. In this example, the numbers are

based on the predictions of the holdout data and Core 3 analysis. The average predicted dropout
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Figure 6.4: Process for utilization and evaluation of predictions based on Core 3 analysis and
holdout data.

at this point in time is 36% among all patients while considering the data between Core 0 and

Core 3. The first step is to sort the predictions for the individual patients in descending order.

The top 20% of patients with the highest probability of dropping out of the treatment are then

selected. These top 20% of patients have an average predicted dropout of 64%. Then, half of the

20% of patients with the highest probability of dropping out of the treatment would be randomly

sampled and assigned to a micro-intervention whereas the others receive no micro-intervention.

This process could lead to the observation that the dropout rate is reduced for the intervention

group and stays the same for the non-intervention group.

Selecting the top 20% is not obligatory. Other thresholds could be utilized. For demonstrative

purpose, Figure 6.5 illustrates the predicted dropout probability and the actual observed dropout

rate among different thresholds. It can be seen that the trend of the predictions, as already

suggested by the AUC values in Figure 6.2, follows the trend of the observed dropout rate. As

the observed dropout rate decreases with a greater number of individuals, the average predicted

dropout probability also decreases. It can also be observed that the average predicted dropout is

always slightly higher compared to the actual dropout.

In a next step, the impact of applying the micro-interventions needs to be estimated. For this

approach, however, some aspects still need to be considered. The costs of a micro-intervention

type, the corresponding success rate, and the benefits of keeping an individual in the treatment

play a major role. Hypotheses need to be created for these aspects and specific numbers assumed.

The benefits for keeping an individual in the treatment program, for example, are not only of

financial nature but also have a societal impact. This aspect could be disregarded for an example

and only a financial benefit could be assumed. However, this financial benefit also depends on the

point in time (i.e., Core 2 vs Core 4) and can be assumed to be decreasing with time.

Furthermore, the new probability for dropout after receiving a specific micro-intervention
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Figure 6.5: Predicted probabilities and observed dropout rate for different thresholds of selected
patients based on Core 3 analysis and holdout data.

needs to be assumed. There are multiple options for doing this data transformation. Figure 6.6

demonstrates two possible approaches. One way could be the utilization of a rescaled prob-

ability density function of the beta distribution (left side of Figure 6.6). The rescaled result

has the interval [0,maxi], where maxi is the strongest effect or reduction in probability each

micro-intervention i can have. The new probability p̂ after a specific micro-intervention is then

the actual prediction p minus the assigned probability reduction. Individual patients are not

homogeneously influenced by the micro-interventions, some might benefit more than others from

being in the micro-intervention group. Thus, in this approach it is assumed that patients who

have a higher chance of dropping out according to the predictions have a lower reduction in

probability compared to patients that already have a low probability of dropping out. Another

option would be to use a rescaled cumulative distribution function of the beta distribution for

data transformation (right side of Figure 6.6). The rescaled result also has the interval [0,maxi],

where maxi is the highest new possible probability for each micro-intervention i. The difference

is that the new probability p̂ is directly visible on the y-axis. For both approaches, the parameter

maxi needs to be defined beforehand for each micro-intervention.

The final profit for a specific micro-intervention i can then be calculated as follows:

profiti = benefit ·(Npatient ·avgp−Npatient ·avgp̂i
)−Npatient ·costi,

where Npatient is the number of patients in the intervention group, avgp is their average

dropout probability, avgp̂i is the average adjusted probability after reduction due to each micro-

intervention i, and costi are the costs for each micro intervention i. The benefit is the assumed

financial benefit for keeping an individual in the treatment program. It needs to be noted
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Figure 6.6: Two theoretical approaches for transformation of predictions according to different
micro-interventions.

that the utilization of other underlying distributions would be possible for transforming the

predictions such as the truncated normal distribution. Furthermore, this approach only approx-

imates the generated profit for utilizing the predictions and applying the micro-interventions

based on hypotheses made for various factors such as costs, benefit, and success rate of the

micro-interventions. In order to evaluate the actual value of such predictions, the developed

micro-interventions need to be applied and evaluated in clinical practice.
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MACHINE LEARNING-BASED DECISION SUPPORT SYSTEMS IN

CLINICAL PRACTICE: POTENTIAL AND LIMITATIONS

Bremer, V. (2020). Machine learning-based decision support systems in clinical practice: Potential

and limitations (white paper).

Abstract

Computerized clinical decision support systems exist in various medical fields in order to enhance

decision-making by offering patient-individualized information and recommendations. In the field

of mental health, machine learning-based approaches can contribute by providing predictions

of psychological factors and subsequent recommendations. However, actual machine learning-

based tools are rarely utilized in clinical practice. Thus, in this study, eight semi-structured

interviews with professional psychotherapists were conducted in order to shed light on the

capabilities and hurdles of machine learning-based computerized clinical decision support systems

in psychotherapeutic clinical practice. Thematic analysis was applied, which resulted in three

main themes: Potentials, limitations, and requirements of these types of systems.

7.1 Introduction

Computerized clinical decision support systems (CCDSS) are systems that are created

to enhance decision-making in a clinical context by providing patient-individualized

information and recommendations (Haynes and Wilczynski, 2010). Already in the 1970s,

the first system was developed and nowadays various CCDSSs exist in different medical fields

(Belle et al., 2013; Sacchi et al., 2015) such as cancer treatment (Lindblom et al., 2012), chronic
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diseases (Riano et al., 2012), or mental health (Stein et al., 2013). Since it can be difficult to predict

negative outcomes of therapeutic interventions for therapists regularly based on experience in

the context of mental health (Hannan et al., 2005), decision support systems can support decision-

making and help to predict psychological factors such as mood or sleep levels, which are important

for an individuals’ life. Decision support systems can either be used to provide recommendations

in a clinical setting or for the illustration of crucial information for the decision-making process

(Sacchi et al., 2015). Often, these systems are also used for drug prescription or "ordering of

medical procedures" (Sacchi et al., 2015).

The field of machine learning can contribute in regard to CCDSSs. Machine learning is a

subset of artificial intelligence and often seeks to reveal relationships or patterns (Triantafyllidis

and Tsanas, 2019) between input and output data in order to predict particular variables based

on new observations; it is utilized in a variety of fields such as online marketing, recommender

systems, or web search (Domingos, 2012). Since not only the amount and availability of data

is steadily increasing in medical settings but also types of data vary from wearables and self-

reported Ecological Momentary Assessment data to log data of Internet-based interventions,

valuable information can be revealed from large medical data sources by using data mining

and machine learning techniques. Additionally, patient-individualized analyses of these data

offer the opportunity to tailor treatment to the individual and provide personalized treatment

recommendations (Clifton et al., 2015). Thus, the field of machine learning "holds substantial

promise for the future of medicine" (Clifton et al., 2015).

As mentioned by Belle and colleagues in their survey, systems based on machine learning have

already been applied in some medical fields such as Radiology (computerized diagnosis) or cancer

treatment (detection and treatment) (Belle et al., 2013). In mental healthcare, predictive analytics

can have a positive influence on treatment success. Predicting patient-individual outcomes and

revealing relationships between psychological factors might contribute to the understanding of

the patients’ behavior and support decision-making for therapists. These types of analyses can

reveal crucial information regarding risk factors and symptom development (Tiemens and Kloos,

2016). In mental health research, predictive analytics based on machine learning is in its infancy

but already exists and often seeks to support the diagnosis of mental health conditions, predicts

treatment progression and outcomes, or aims to forecast costs of psychological interventions

(Becker et al., 2016; Bremer et al., 2018; Shatte et al., 2019; van Breda et al., 2018). Tiemens

and Kloos, for example, predicted treatment outcome in generalized mental healthcare and

classified symptom improvement (Tiemens and Kloos, 2016). Another example is the study of

Jaques and colleagues, who analyzed unobtrusive data from smartphones and wearables for

the prediction of individual mood levels (Jaques et al., 2017). They found that this goal is a

difficult task, however, their results indicate a considerable increase in performance compared to

a non-individual approach.

In general, research indicates that a demand exists for the development and utilization of
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CCDSSs (Belle et al., 2013) in medical settings and that systems based on machine learning

might have great potential to support and improve care (Clifton et al., 2015; Shatte et al., 2019;

Triantafyllidis and Tsanas, 2019). However, even though machine learning-based approaches are

utilized in research projects (Shatte et al., 2019; Triantafyllidis and Tsanas, 2019), researchers

found that machine learning-based approaches "are rarely used in the tools currently exploited

in clinical practice" (Clifton et al., 2015; Kelly et al., 2019; Sacchi et al., 2015; Triantafyllidis and

Tsanas, 2019). Thus, it is crucial to investigate and understand the reasons for the difficulties in

implementing CCDSSs applications in a clinical context (Kaplan, 2001). The establishment of

such systems is also dependent on the acceptance, usage, and perceived value of these decision

support systems by the clinicians (Eichner and Das, 2010; Sacchi et al., 2015).

Therefore, the objective of this study is to understand the reason for CCDSSs not being

utilized more often in clinical practice of mental health. Thus, this paper investigates the

opportunities and hurdles of machine learning-based computerized clinical decision support

systems (MLCCDSS) in the context of mental health from a psychotherapists’ point of view.

Semi-structured interviews were conducted with professional psychotherapists. Based on these

data, thematic analysis was utilized for the identification of recurrent themes. Understanding

the psychotherapists’ view on MLCCDSSs can aid to the development of such systems and might

subsequently enhance the experience of receiving treatment for patients.

7.2 Method

7.2.1 Data and participants

Semi-structured interviews were conducted with eight professional psychotherapists (50% male

and 50% female) who have experience in providing psychotherapeutic advice - most of them

have an office in Northern Germany. The participants were initially either contacted by phone,

e-mail, or by already interviewed participants. The principal investigator consecutively visited

the participants individually at their offices between November 2017 and August 2018. The

initial part of the interview consisted of an introduction of the researcher and a statement of

the anonymity of the psychotherapist. The participants were briefly introduced to the concept of

machine learning with a focus on predictive analysis and how decision support systems can be

created based on machine learning in the context of mental health.

These decision support systems were defined as software or tool that predicts future patient-

individual outcomes specified by the therapist such as mood levels or sleep quality, presents

inferential results, and delivers this information either to the therapist or patient by a computer

screen or mobile application. Patients can then adjust their behavior according to recommen-

dation messages or therapists can adjust their treatment or intervene when critical levels of

psychological factors are indicated. In order to develop a better understanding of these factors,

an example of such decision support was provided. Here, a support system was suggested that
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predicts mood levels based on Ecological Momentary Assessment data/diary data. This setting

was chosen because this kind of data is gathered in a variety of psychological fields and disorders

(Iida et al., 2012). The first part of the interview focused on the therapists’ experience with tools

that support decision-making and, in particular, with tools that are based on machine learning

and how they perceive these types of decision support systems. A second part consisted of the

therapists’ trust in statistical methods and also focused on questions regarding the predictive

accuracy of such tools. Then, therapists were asked about the benefits and risks of such systems

and where they believe machine learning could contribute in clinical settings. In a third part,

therapists were questioned about the influence of such decision support systems and how they

could affect treatment decisions. On average, the interviews lasted 30 minutes and were designed

mostly open-ended in order to capture the most important aspects for each psychotherapist. The

interviews were recorded and transcribed after each interview session by the principal investi-

gator while initial thoughts were summed up as this is an important stage of initial analysis

(Braun and Clarke, 2006; Fielden et al., 2011; Riessman, 1993).

7.2.2 Data analysis

Semantic thematic analysis was utilized for preparation and analysis of the interviews and

identifying recurrent themes. In this context, semantic analysis means that the analysis was

data-driven and focused on what the participants said and not too far beyond that (Braun and

Clarke, 2006). Braun and Clarke define thematic analysis as "a method for identifying, analyzing

and reporting patterns (themes) within data. It minimally organizes and describes your dataset

in (rich) detail". Thematic analysis captures the participants’ "point of view and descriptions

of experiences, beliefs, and perceptions" (Butcher et al., 2001). This method is closely related

to content analysis. However, where content analysis is often based on frequencies of word

patterns and is therefore often seen as a mix between qualitative and quantitative approach

(Joffe and Yardley, 2004), thematic analysis "is more involved and nuanced [...] and focuses

on identifying and describing both implicit and explicit ideas" (Namey et al., 2008). Since this

method is appropriate when more general aspects are analyzed based on collected data which

are subject to interpretation (Alhojailan, 2012), and when the sample size of data is too small to

execute statistical analyses (Joffe and Yardley, 2004), thematic analysis was utilized in this study.

Since many research projects apply thematic analysis but do not explicitly state the specific

undertaken steps (Attride-Jerling, 2001), it is especially crucial to clearly outline the applied

procedures (Braun and Clarke, 2006). In this study, the 6-phase guide provided by Braun and

Clark was followed, illustrated in Table 7.1.
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Phase Description
Data familiarization Transcription, reading and re-reading, summarizing ideas
Initial codes Coding interesting features systematically
Theme search Fusing codes into potential themes
Theme review Verifying themes and create thematic map
Definition of themes Define final themes and create story
Report creation Extract examples, verify results, create report

Table 7.1: The six phases of thematic analysis by Braun and Clarke.

These phases were not followed linearly; instead, phases were repeatedly moved back and

forth during the analysis stage. According to the guide, the interviews were initially read and

re-read to familiarize with the data and gather initial ideas. Then, parts of the text were assigned

codes by generalizing relevant sections to similar statements. Coding procedures of thematic

analysis can be conducted based on already existing theories in the research field (deductive

coding), or exclusively from the data itself (inductive coding) (Joffe and Yardley, 2004). Inductive

coding was used in this study. While coding, it was allowed that the same part of the text

could be assigned to multiple codes if logically reasonable. These codes were assigned in English

language and texts used for the illustration of later results were translated to make the references

understandable for the international community. From the codes, themes were derived. A theme

includes crucial information and meaning about the data in the context of the research question

(Braun and Clarke, 2006). The analysis was conducted by the support of the computer software

MAXQDA (Verbi Software, 2016).

7.3 Results

In general, some participants already gave the topic of machine learning in their respective

clinical context some thought whereas others have never considered this topic before. However,

only one of the eight psychotherapists already had experience with types of predictive modeling

and none of the participants currently use either descriptive analyses or predictive computerized

modeling techniques. Nonetheless, two of the participants have utilized computerized methods

for treatment evaluation or general data exploration during their education. This might indicate

that machine learning has not yet affected therapy in practice.

The thematic analysis resulted in three main themes. Potential of MLCCDSS describes the

possibilities machine learning-based decision support systems can portrait and briefly outlines

scenarios, which could add value to the therapeutic process. Limitations for MLCCDSS represents

aspects that inhibit the realization of such systems in today’s practice and Requirements for

MLCCDSS represents the psychotherapists’ view on required factors for a successful application

of these types of systems in a clinical setting. Limitations and requirements of MLCCDSSs are

not clearly separated from each other, however, limitations rather focus on the hurdles and

barriers that exist in the mindset of psychotherapists while the latter has its focus on important

139



CHAPTER 7. ML IN CLINICAL PRACTICE: POTENTIAL AND LIMITATIONS

aspects for an implementation of MLCCDSSs in clinical practice. In the following subsections, the

main themes that were derived are presented and discussed including transcribed and translated

sample statements of the psychotherapists.

7.3.1 Potential of MLCCDSS

The first theme that emerged focuses on the potential of MLCCDSSs in clinical practice. The

application of MLCCDSSs can generally be of a descriptive or predictive nature. Descriptive

analysis can, for example, be the visualization of diary data. Since it is difficult to remember

historical diaries of patients to a certain degree, illustrating the progression of treatment in

terms of descriptive analyses can support to visualize the trend of therapeutic success on an

individual level. Already prepared data further saves valuable time for content-related discussion

during the therapeutic session. Inferential results of machine learning-based approaches can

additionally enable patients to understand the relationships between behavioral factors and the

disorder in terms of psychoeducation. Even though these relationships are often already known

by the patients and psychotherapists, inferential results can help to deepen this understanding

and can act as a proof for the connection; then, nevertheless, they do not support behavioral

control.

Predictive analysis, the core of MLCCDSSs, can be utilized for the forecast of different

psychological factors such as mood or sleep levels in order to provide recommendations for

the psychotherapist or the patient. Predicting trends of psychological factors can help patients

to regain a better feeling about themselves if they receive proof for existing highs and lows

of the disorder. Reminders, that are sent to the patient when critical values of psychological

factors are reached, could lead to increased self-management, better self-evaluation, and self-

prevention. This could in turn lead to higher motivation of the patients for the treatment process,

which was an important factor according to the participants. Specifically, the participants were

interested in the prediction of risk patients that have a greater chance of dropping out of

treatment or identifying patients that do not benefit from the therapeutic process. This includes

recommendations of frequency and length of therapy sessions on an individual level. Furthermore,

most of the participants agreed that, even though currently difficult to achieve, a prediction of

suicidal behavior would be very beneficial in the context of mental health.

"Suicide - of course. Hints for this would always be great. [...] Questions about that wouldn’t

be asked frequently in the normal therapy sessions. So, if an algorithm can detect that, that

would be great."

Suicide was the only psychological factor that the interviewed psychotherapists would act on

outside of the scheduled appointments with the patients. In the case of critical levels of other

psychological factors such as mood or sleep, the psychotherapists would await the next individual

session instead of contacting the patient immediately. Other interesting clinical settings for

MLCCDSSs according to the participants appeared to be the prediction of outcomes in the field
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of addiction and relapse prevention. Recommendations for the type of treatment that might

lead to an increased benefit for the patient also appeared to be important. Specifically, which

approach of psychotherapy can lead to a greater benefit (comparison of treatment types), how

can the treatment process be adjusted in order to provide better treatment, and when is the

prescription of medication beneficial. Here, statistical results on an individual level can lead to

an additional evaluation of individual patients and their treatment progress in order to adjust

treatment approaches if indicated that the current approach might not work properly.

Two participants mentioned that an application of MLCCDSSs is not useful in an ambulatory

setting but rather in a stationary setting. In a stationary setting, due to a larger number of

patients and less fluctuation, more data can be gathered about the individuals.

"If I imagine these types of procedures in big clinics, where there is a greater number of

patients, I can rather imagine this."

Thus, utilizing MLCCDSSs in large clinics can be a starting point for the evaluation and

definition of necessary amounts of data in order to decrease the uncertainty of predictions.

However, the application of MLCCDSSs does not fit in every psychologists’ toolbox. Specifically, it

was assumed that behavioral therapists rather tend to see value in such systems compared to

depth psychologists.

"When I hear this, I can imagine that the general acceptance of behavioral therapists could be

greater than that of analysts or depth psychologists like myself. [...] They also say how low-minded

you feel today on a scale of 1-10. Analysts or people with a theoretical background like mine

would never do that."

This statement could not be verified based on the interviewed participants. The sample

included three depth and five behavioral psychologists and, thus, the sample size is too small

in order to evaluate this hypothesis. Since behavioral psychologists often follow a structured

approach to treatment (Fenn and Byrne, 2013), this statement could carry some truth and is an

interesting aspect to verify in future studies.

7.3.2 Limitations for MLCCDSS

The second theme emerging from the interviews deals with the barriers MLCCDSSs face in

clinical practice from a psychotherapists’ point of view. Psychotherapy lives through human inter-

action and the relationship between psychotherapist and patient. MLCCDSSs could endanger

and operationalize this relationship. It could lead to a dehumanization of the therapeutic process.

Some participants hypothesized that the background of the patients is so individual that only

this relationship can lead to treatment benefits. Thus, humans and their social background and

environment are too complex and consist of too many variables for the analysis of behavior.

"[...] Psychotherapy lives through human interaction and from the relationship between

psychotherapist and patient. Thus, I also see danger from this. It could lead to a manualization

of the process. I do not like that."
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In accordance with this, the aforementioned reminders could not only have positive effects.

They also represent an artificial part in the therapy dynamics, which can lead to a pseudo-

relationship between patient and psychotherapist. They might only be beneficial in the short

term - when, i.e., reminding the patient of physical activities. In the long run, however, these

reminders might damage the aim of therapy: developing an understanding of when specific types

of activities might make the patient feel better without the need for a reminder. Patients need to

reflect on their behavior themselves, learn mindfulness, make their own decisions, and should

not be dependent on a machine or controlled by a monitoring process. Observation of patients’

behavior might activate the restriction of freedom and flexibility. Thus, MLCCDSSs could lead to

decreased responsibility of the patients for their own behavior and could lead to a focus on the

symptoms of the disorder, which can result in a neglect of human interaction. MLCCDSSs and

their subsequent recommendations could lead to a change of perception for the psychotherapists

as well, which in turn could alter their decision-making process negatively. Specifically, some

psychotherapists might take recommendations, for example predicted diagnoses, as a fact and rely

on these predictive results more than on their clinical expertise. This newly obtained information

might be a distraction and might limit the detection range for specific disorders. Summarized by

one participant, MLCCDSSs represent a "[...] disempowerment of humankind."

Another limitation for MLCCDSSs could be the psychotherapists’ fear of substitution and the

corresponding mindset professionals might have regarding these types of systems. Most of the

participants did, however, not fear to be substituted because of treatment quality - they believe

that traditional treatment as usual is not substitutable from a qualitative perspective - there

was rather a concern that financial aspects could lead to a substitution.

"I do think so (fear of substitution). However, I believe not because of quality but because of

costs - as a society we just think economically."

Thus, insurance companies, for example, could be interested in applying such systems to

save financial resources and consequently reduce therapy sessions. MLCCDSSs could then also

lead to a perception change of the patients. Specifically, patients could develop an assumption

that the adherence to therapy sessions would not be necessary due to the MLCCDSSs and their

recommendations. Therefore, the interviewed participants hesitate to test and evaluate such

systems at the expense of the patients.

One aspect that appeared to be crucial for the participants is the additional workload that

is associated with the utilization of MLCCDSSs. Psychotherapy is a business and needs to

be economically profitable. Thus, most participants do not want any additional effort for the

application of such systems and no adjusted workflow. If realized in clinical practice, MLCCDSSs

must therefore be implemented in the most flexible way and should not produce additional work

for the psychotherapists.

Assuming an ongoing application of MLCCDSSs, prediction of psychological factors and

the patients’ behavior might also lead to paranoid patients and questions such as "can the
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psychotherapist look into my head" might arise. Data security and access play an important role

that can, if not secured and communicated appropriately, lead to skepticism from the patients.

The results MLCCDSSs can provide should only be available to parties that aim at increasing

the individualized treatment outcome and no other parties such as "the superior at work or the

insurance company" should have access. One participant stated:

"[...] I always hear from patients how they control their partners’ smartphones. [...] What

happens if there is a text message from a therapist or a therapy tool - that can also raise questions.

This drastically decreases my enthusiasm regarding these tools."

In accordance with this, MLCCDSSs could create ethical issues not only regarding data

security but also when being used against the therapist. If, for example, suicidal behavior was

predicted by a MLCCDSS and the psychotherapist does not react immediately while the patient

actually commits suicide, the method and practice of the psychotherapist could be challenged in

hindsight. Thus, a concern exists that these systems could lead to accusations based on historical

cases.

Another important barrier is the feasibility of statistical procedures machine learning is

based on and the interpretation of the results. Outcomes do come with uncertainty and this fact

cannot be disregarded. Therefore, the accuracy of applied machine learning techniques plays a

major role. They need to be evaluated properly and reach performances that provide an actual

benefit. Most participants required performances that are substantially better than random

guessing, however, there was one participant that would not even use MLCCDSSs even if they

reached 100% accuracy due to the limitations outlined above.

7.3.3 Requirements for MLCCDSS

As already expected, the application depends on the usage experience and expected value of

decision support systems. An important aspect is the communication between IT specialists

and psychologists. Finding a common ground of articulation and information exchange for, i.e.,

requirements of MLCCDSSs seems to be crucial. Without collaboration, no systems can be created

that can provide value for psychotherapists. And if the practitioners do not realize the potential

and value of such systems, the patients will, thus, not benefit. As one psychotherapist made it

very clear, specifying the structure of MLCCDSSs and especially their functions must be the

result of deep cooperation:

"In the implementation itself, the communication between IT and psychotherapist - what

does the psychotherapist want and what is possible from an IT point of view - is very important.

We have to speak the same language and understand exactly what we want to achieve."

How to communicate these tools to the psychotherapists is important. Pointing out that these

systems are utilized as a support mechanism and not as a decision take-over is crucial. They

need to understand that the application of machine learning-based systems does not aim for
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replacement but as support for their expertise. As one therapist said, the communication of such

systems needs to be realized by creating no fear but excitement for the newly obtained support:

"But fears [...] are irrational [...] and that’s why, if you can communicate it in a certain way,

you can create those fears, and then you will not [...] win those people over."

However, it is not only important how to communicate these tools to the psychotherapists but

also to the patients who will eventually be the focus of the application and provide data for such

systems. Most important appears to be that patients understand the tool not as a substitution -

they are not receiving a secondary treatment type but the aim is an enhancement of decisions

that aid in treating a specific disorder. Two psychotherapists believed that it would be enough

to explain the tool to their patients and because of the relationship that exists between patient

and therapist, most of the patients would agree to participate. Explaining the function of these

MLCCDSSs, data security issues, and elaborating on other barriers mentioned above, thus, being

completely open about the advantages and disadvantages MLCCDSSs represent is an important

aspect to consider when realizing such tools in practice.

Furthermore, these systems not only need to be communicated by their actual information

they can provide but also how they function. The participants’ opinion regarding how profound

they need to understand the mathematical equations these machine learning algorithms are

based on varied. 50% of the participants required to know the mathematical basics behind the

approaches whereas the other 50% did not require to understand them fully themselves but

need to be able to interpret them. For most psychotherapists, the main aspect appeared to be the

origin of these algorithms and who supports and finances their development. If, for example, an

insurance company developed particular algorithms for the usage in decision support systems,

one participant would not trust their outcomes, which resembles an ethical issue and is of utter

importance when developing MLCCDSSs in this context (Char et al., 2018):

"If you get an algorithm from a health insurance company you are not so positive about it

[...], there are very specific interests behind it and these are not my interests and maybe not the

interests of the patient."

Characterization and definition of scenarios for possible applications of MLCCDSSs appear

to be difficult for psychotherapists. However, it is a prerequisite for both psychotherapists as

well as computer scientists in order to develop systems that can provide actual value in the field.

This, again, highlights the importance of proper communication between psychotherapists and

computer scientists for the realization of MLCCDSSs in a clinical context. Table 7.2 illustrates a

summary of the results.
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Theme Topics

Potential of MLCCDSS

- descriptive analysis for diary data analy-

sis/visualization of trends

- predictive analysis in the field of addiction, relapse

prevention, suicide, or dropout

- increased psychoeducation

- increased self-management

- increased self-evaluation

- increased self-prevention

- increased motivation

- increased treatment adjustment

Barriers for MLCCDSS

- less dynamic and flexibility

- pseudo relationship

- decreases mindfulness

- restriction of freedom

- decreased responsibility for the patients’ own behavior

- change of psychotherapists’ perception

- decreased attendance of patients to therapy sessions

- additional effort for psychotherapists

- paranoia of patients

Requirements & challenges

- usage experience

- expected value of decision support

- communication between psychotherapist and com-

puter science

- communication of tool to psychotherapists

- communication of tool to patient

- communication of function

Table 7.2: Summary of themes and topics.
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7.4 Discussion

This study provides an overview of the potentials and limitations of machine learning-based

computerized clinical decision support systems from a psychotherapists’ point of view. Simulta-

neously, challenges for their applications were highlighted. For this purpose, interviews were

conducted with eight psychotherapists and a thematic analysis was applied. In general, the

findings illustrate various factors for the resistance of psychotherapists regarding machine

learning-based approaches. Dynamics and flexibility of treatment might be compromised and

patients might experience decreased mindfulness and responsibility for their own actions. Such

systems could further lead to decreased attendance of patients to therapy sessions and therefore

a partial substitution - even though not qualitatively - of therapeutic treatment. Furthermore,

additional workload and altered workflow appeared to be one factor that decreases the enthusi-

asm of the psychotherapist for a clinical application, which has also been found by (Trivedi et al.,

2009). However, the design, implementation, and usage most certainly will create an increased

workload. Data about the participants, which are mandatory for the application, needs to be

collected and this process needs to be digitized. This data gathering process alone will create

an effort for psychotherapists. Thus, there might be a hesitancy of technology adoption and the

change of traditional workflows (Zheng et al., 2005). Data and information security barriers go

along with the data gathering process and could decrease the patients’ willingness to utilize such

systems. Furthermore, major concerns exist regarding the relationship between psychotherapist

and patient if MLCCDSSs are utilized in practice due to the artificial essence of such decision

support systems. These concerns regarding the relationship between therapist and patient and

how machine learning-based approaches could change the relationship into a connection between

patient and health care system have also been discussed in the literature (Char et al., 2018).

However, potentials for the application of MLCCDSSs exist. Participants were interested

in descriptive analysis of diary data in order to visualize trends and historical data. These

types of analyses could increase the patients’ understanding of their disorder and increase

psychoeducation. The participants stated possible applications based on predictive analytics that

could benefit their therapeutic process, which can lead to increased self-management, motivation,

and valuable recommendations regarding the adjustment of treatment. Predictive approaches

appeared to be valuable for the comparison of different treatment types and recommendations

regarding treatment adjustment, point in time of beneficial drug prescription, and generally in

the fields of addiction, relapse prevention, suicide, and dropout of therapeutic treatment.

Approaches that aim to predict rates of improvement over the course of therapy or intervention

outcomes based on particular treatment types exist (Bremer et al., 2018; Lutz et al., 2005).

Using such approaches can visualize the course of treatment or treatment success based on

applied treatment types. However, these systems do currently not provide recommendations

for the change of treatment type in order to reach greater treatment success. These types of

recommendations would be difficult to realize since psychotherapy is not always a structured
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process but relies on human interaction and interpretation. Machine learning systems that

provide drug prescriptions also exist (Silva et al., 2018). However, to the best of my knowledge,

there are no systems that predict if the usage of medication can lead to a decrease of symptoms in

a particular disorder. And even if so, such systems should be used with caution and solely under

an experts’ supervision.

Processes for relapse prediction also exist in various studies for depression, eating disorders,

alcohol abuse, or psychosis (Becker et al., 2018; Sullivan et al., 2017). These types of systems

could represent a foundation for the development of MLCCDSSs in this field. Thus, machine

learning-based tools for various mentioned fields of application by the participants have already

been developed in studies. However, they have not been realized in clinical practice. Thus, what

are the requirements for a successful development and application of MLCCDSSs?

The expected value of MLCCDSSs and their usage experience plays a major role as already

indicated in the literature (Eichner and Das, 2010; Sacchi et al., 2015). The most important

aspect might be the collaboration between psychotherapists and computer scientists. Without

deep collaboration and interdisciplinary communication, no MLCCDSSs can be developed ap-

propriately and can successfully be utilized in practice. Psychotherapists and patients should

understand that the aim of MLCCDSSs is not the substitution of the psychotherapists’ expertise

but support of their decision-making process based on statistical analysis in order to increase

treatment outcomes for the patient. The requirements and possibilities of MLCCDSSs should

be defined by computer scientists and psychologists. Thus, the whole development cycle should

be assisted and monitored by both parties. The system must be user-friendly and the utilized

algorithms need to be comprehensible for the users (Trivedi et al., 2009).

The origin of the computerized decision support system is another important factor. Being

an independent or perhaps public organization, communicating the bare interest of treatment

success, and providing thorough documentation of the decision support system could be supporting

arguments in order to persuade psychotherapists in using these systems in practice. On the

other hand, this might not be enough. Educating therapists in the field of machine learning,

their basic methods and structure, and highlighting their benefits as well as their limitations

might be necessary (Char et al., 2018) to fully enable the utilization of such systems. Either way,

proper evaluation of designed systems is necessary before dissemination in order to reach positive

outcomes in treatment (Haynes and Wilczynski, 2010). Ethical commissions are necessary that

can enable data security. Since participants stated that they would hesitate to tests MLCCDSSs

at the patients’ expense, research studies should be conducted that rigorously evaluate possible

MLCCDSSs in interventions and if successful, highlight their actual benefit for psychotherapists

as well as the patients.

Besides the insight this study provides, it also comes with limitations. Since thematic analysis

relies on the interpretation of the researcher, the reliability of this method is of "concern"

compared to content analysis (Namey et al., 2008). Interpretations may vary among investigators.
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Additionally, the clinicians’ mindset and attitude toward MLCCDSSs is an important factor.

Their understanding of machine learning might differ even though introduced in the beginning

of the interview. A more thorough approach could be the execution of a workshop that introduces

the concept of machine learning to psychotherapists including the presentation of possible

MLCCDSSs and a subsequent group discussion. Afterward, interviews could be conducted

separately. This approach would lead to consistent knowledge about machine learning and deeper

information among psychotherapists. Additionally, it is important to mention that the findings

of this study cannot be generalized due to the small sample size and the restricted location

of the interviews to Northern Germany. Conducting more interviews with psychotherapists

from various countries could lead to different information. Nevertheless, the findings highlight

important potentials, limitations as well as requirements for MLCCDSSs from a psychotherapists’

perspective.

7.5 Conclusion

The findings of this study shed light on the current state of machine learning in clinical practice

and potentials, limitations, and requirements of machine learning-based computerized clinical

decision support systems. Various factors illustrated the hesitance of psychotherapists regarding

these types of systems such as additional effort for the psychotherapist, problems regarding the

relationship between therapist and patient, or less flexibility in the therapeutic process. Potentials

were identified for descriptive as well as predictive analyses. Communication between IT and

psychotherapist seems to be a crucial determinant for successful implementation of machine

learning-based computerized clinical decision support systems in clinical practice. However, more

research in this context is necessary to verify the results.
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