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Abstract

In response to the challenges of the energy transition, the German electricity network is

subjected to a process of substantial transformation. Considering the long latency periods

and lifetimes of electricity grid infrastructure projects, it is more cost-efficient to combine

this need for transformation with the need to adapt the grid to future climate conditions.

This study proposes the spatially varying risk of electricity grid outages as a guiding

principle to determine optimal levels of security of electricity supply. Therefore, not only

projections of future changes in the likelihood of impacts on the grid infrastructure were

analyzed, but also the monetary consequences of an interruption. Since the windthrow of

trees was identified a major source for atmospherically induced grid outages, a windthrow

index was developed, to regionally assess the climatic conditions for windthrow. Further,

a concept referred to as Value of Lost Grid was proposed to quantify the impacts related

to interruptions of the distribution grid. In combination, the two approaches enabled

to identify grid entities, which are of comparably high economic value and subjected to

a comparably high likelihood of windthrow under future climate conditions. These are

primarily located in the mid-range mountain areas of North-Rhine Westphalia, Baden-

Württemberg and Bavaria.

In comparison to other areas of less risk, the higher risk in these areas should be reflected

in comparably more resilient network structures, such as buried lines instead of over-

headlines, or more comprehensive efforts to prevent grid interruptions, such as structural

reinforcements of pylons or improved vegetation management along the power lines. In

addition, the outcomes provide the basis for a selection of regions which should be sub-

jected to a more regionally focused analysis inquiring spatial differences (with respect to

the identified coincidence of high windthrow likelihoods and high economic importance of

the grid) among individual power lines or sections of a distribution network.



iv CONTENTS

Contents

1 Introduction 1

2 Interruptions of Electricity Networks 5

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 The Role of Transmission and Distribution Networks of Electricity . . . . . 6

2.3 Reliability of Electricity Supply . . . . . . . . . . . . . . . . . . . . . . . . 8

2.4 Reasons for Grid Interruptions . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.5 Windthrow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.6 Climate Variables influencing Windthrow . . . . . . . . . . . . . . . . . . . 14

2.6.1 Extreme Wind Speeds . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.6.2 Soil Moisture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.6.3 Soil Frost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Influence of Climate Change on Windthrow 18

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.1 Soil Temperature Proxy . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2.2 Soil Moisture Proxy . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2.3 Design of the Windthrow Index . . . . . . . . . . . . . . . . . . . . 26

3.2.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2.5 Robustness test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3.1 Climate data and climate change information . . . . . . . . . . . . 39

3.3.2 Tree species and soil data . . . . . . . . . . . . . . . . . . . . . . . 40

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.1 Wind climate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.2 Soil Temperature Proxy . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.3 Soil Moisture Proxy . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4.4 Predisposition to Windthrow . . . . . . . . . . . . . . . . . . . . . 48

3.4.5 Windthrow Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4 Economic Value of Electricity Distribution Networks 58

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.1 Value of Lost Load on County Resolution . . . . . . . . . . . . . . . 61



CONTENTS v

4.2.2 Value of Lost Load on Grid Operator Resolution . . . . . . . . . . . 63

4.2.3 Value of Lost Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3.1 VoLL on County Resolution . . . . . . . . . . . . . . . . . . . . . . 71

4.3.2 VoLG on Operator Resolution . . . . . . . . . . . . . . . . . . . . . 73

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5 Risk of Windthrow-induced Network Outages 83

6 Conclusions and Outlook 87

References 92

A Appendix 106

A.1 Sensitivities of trees to windthrow . . . . . . . . . . . . . . . . . . . . . . . 106

A.2 Validation of Soil Temperature Proxy . . . . . . . . . . . . . . . . . . . . . 106

A.3 Validation of Soil Moisture Proxy . . . . . . . . . . . . . . . . . . . . . . . 107

A.4 Reclassification of soil data . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

A.5 Mapping of Household’s Electricity Consumption . . . . . . . . . . . . . . 110

A.6 Mapping of other Economic Sectors’ Electricity Consumption . . . . . . . . 112

A.7 Uncertainty of the VoLL and VoLG on operator resolution . . . . . . . . . 113



vi LIST OF TABLES

List of Tables

1 Determined vulnerability coefficients of different tree species depending on

soil depth and soil type (A: freely draining mineral soils, B: gleyed mineral

soils, C: peaty mineral soils, D: deep peats) and the share of the respective

tree species in Germany (Thünen Institut, 2012) . . . . . . . . . . . . . . 30

2 Overview of the regional climate model (RCM) climate simulations over

the European branch of CORDEX (EURO-CORDEX) domain employed in

this study. The crosses (’x’) in the first and second column indicate the sim-

ulations considered in the representative concentration pathway (RCP)4.5

and the RCP8.5 ensemble. . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 Reclassification of BUEK200/1000 soil categories into the four different soil

categories: freely-draining mineral soils (A), gleyed mineral soils (B), peaty

mineral soils (C), deep peats (D). . . . . . . . . . . . . . . . . . . . . . . . 110



LIST OF FIGURES vii

List of Figures

1 Domains of the four different transmission grid operators (TGOs) in Ger-

many (Visualization based on shapefiles from Lutum + Tappert DV-Beratung

GmbH (2016)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Domains of the almost 900 different distribution grid operators (DGOs) in

Germany (Visualization based on shapefiles from Lutum + Tappert DV-

Beratung GmbH (2016)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Share of overheadlines (OHLs) in the low voltage grid (left) and the medium

voltage grid (right) of the distribution grid; based on reporting of DGOs;

gray-colored domains indicate lacking information. . . . . . . . . . . . . . . 9

4 Comparison of the annual mean outage duration per customer in the low

voltage level and the medium voltage level differentiated by its triggers in

the period from 2004 to 2015, based on the evaluation of the availability

statistics (Forum Netztechnik/Netzbetrieb, 2017). . . . . . . . . . . . . . . . 10

5 Annual mean outage duration per customer in the medium voltage level

between 2004 to 2015 differentiated by its trigger, based on the evaluation

of the incident statistics (Forum Netztechnik/Netzbetrieb, 2017). . . . . . . 10

6 Schematic sketch of factors that determine a tree’s windthrow risk. Changes

in the climatic conditions may either impact the wind-induced momentum

acting on the tree, or influence the resistive forces of the tree that deter-

mine the maximum turning moment the tree may withstand without being

overturned. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

7 Atmospheric temperature (TAS) and temperature of the three upper soil

layers (TD3, TD4, TD5) of the first realization of the historical run of general

circulation model (GCM) MPI-ESM downscaled with REMO2009. Model

results are visualized for an arbitrary grid point (11.21°E, 51.44°N) during

an arbitrary year (1990). . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

8 Weighting function C at an arbitrary grid point (11.21°E, 51.44°N), calcu-

lated for the historical run (blue) and the ERA-Interim driven evaluation

run (red) based on atmospheric- and soil temperature for the period 1990-

2015: The black line represents the mean of the two weighting functions. . 22

9 Weighting function D(t) at two arbitrary grid points that relates the mois-

ture at time t1 to the water added to the system in the time stepst < t1. . 26

10 Resolution of latest Federal Tree Inventory (Thünen Institut, 2012). The

applied grid has a resolution of at least 4 km x 4 km; in some federal states

the grid is characterized by higher spatial resolutions. . . . . . . . . . . . 31



viii LIST OF FIGURES

11 Relative difference of the windthrow index (I, compare Eq. 7) between the

median of the EURO-CORDEX ensemble (IEns) and ERA-interim reanaly-

sis data (ERA-Interim) (IERA): (IEns−IERA)/IERA. The index resolution is

determined by the resolution of the predisposition to windthrow (compare

Fig. 10). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

12 Relative difference of the exposure to adverse wind conditions (Ewind, com-

pare Eq. 8) between the median of the EURO-CORDEX ensemble (EEns
wind)

and ERA-Interim (EERA
wind ). Detailed information on the ensemble is pro-

vided in Tab. 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

13 Explanation on the differences between the exposure to adverse climatic

conditions based on the EURO-CORDEX simulation ensemble (detailed

information can be found in Tab. 2) and ERA-Interim in the two case areas

R1 and R2 (compare Fig. 12). Top figures show the probability distribution

beyond 98th percentile of wind speeds. The bottom figures show the related

exposure (Ewind). The graphs illustrate that small deviations in the upper

tails of the probability distributions can substantially affect exposure. . . . 34

14 Documented windthrow during winter storm Kyrill (black) versus the re-

sults of the windthrow index calculation based on three different RCMs

forced by ERA-Interim. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

15 Rootable soil depth (German: Physiologische Gründigkeit) on 1:250,000

spatial resolution (left), and on the resolution (4 km x 4 km) of the latest

Federal Tree Inventory (right) . . . . . . . . . . . . . . . . . . . . . . . . . 41

16 Ensemble median 98th percentile of maximum daily wind in the historical

reference simulation for the years 1970 to 1999. . . . . . . . . . . . . . . . 43

17 Relative changes in the occurrence of extreme wind speeds (98th percentile)

comparing the ensemble median of the RCP4.5 (a) and RCP8.5 (b) sce-

nario (for the years 2040 to 2069) to the ensemble median of the historical

reference (for the years 1970 to 1999). Hatched areas indicates robustness

(66% agreement, 85% significance; Note: criterion is fulfilled at one grid

point of RCP8.5 only). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

18 Ensemble median share of days with frozen soil state in the historical ref-

erence simulation for the years 1970 to 1999. . . . . . . . . . . . . . . . . . 45

19 Absolute reduction of the share of days with frozen soil state comparing the

ensemble median of the RCP4.5 (a) and RCP8.5 (b) scenario (for the years

2040 to 2069) to the ensemble median of the historical reference (for the

years 1970 to 1999). Hatched areas indicate robustness (66% agreement,

85% significance). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45



LIST OF FIGURES ix

20 Ensemble median share of wind events with frozen soil state in the historical

reference simulation for the years 1970 to 1999. . . . . . . . . . . . . . . . 46

21 Absolute reduction of the share of wind events with frozen soil state com-

paring the ensemble median of the RCP 4.5 scenario (for the years 2040

to 2069) to the ensemble median of the historical reference (for the years

1970 to 1999). Hatched areas indicate robustness (66% agreement, 85%

significance). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

22 Ensemble median water saturation of soil during conditions of extreme

wind events in the historical reference simulation for the years 1970 to 1999. 47

23 Relative changes of the water saturation of soil during extreme wind events

comparing the ensemble median of the RCP scenarios (for the years 2040

to 2069) to the ensemble median of the historical reference (for the years

1970 to 1999). Hatched areas indicate robustness (66% agreement, 85%

significance). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

24 Vulnerability coefficients (predisposition to windthrow) of tree populations

over Germany (compare Subsec. 3.2.3) visualized on the spatial resolution

of at least 4 x 4 km (in some federal states the Federal Tree Inventory is

conducted on a higher resolutions, compare Subsec. 3.3.2). . . . . . . . . 49

25 EURO-CORDEX ensemble median windthrow index of the historical ref-

erence simulation for the period 1970 to 1999. . . . . . . . . . . . . . . . . 50

26 Median climate signal considering wind, soil moisture and soil tempera-

ture in the calculation of the windthrow index for the EURO-CORDEX

ensemble of RCP4.5 (a) and RCP8.5 (b), in contrast to the median climate

change signal considering only wind in the calculation of the windthrow

index for RCP4.5 (c) and RCP8.5 (d). Hatching indicates robustness (66%

agreement, 85% significance). . . . . . . . . . . . . . . . . . . . . . . . . . 53

27 Absolute contribution of soil temperature to the median climate signal in

the calculation of the windthrow index for the EURO-CORDEX ensemble

of RCP4.5 (a) and RCP8.5 (b). . . . . . . . . . . . . . . . . . . . . . . . . 54

28 Absolute contribution of soil moisture to the median climate signal in the

calculation of the windthrow index for the EURO-CORDEX ensemble of

RCP4.5 (a) and RCP8.5 (b). . . . . . . . . . . . . . . . . . . . . . . . . . . 54

29 Value of Lost Load (VoLL) in e/kWh at county resolution. Left: Average

VoLL of the four economic sectors; Right: VoLL of the household sector.

Grey indicates a lack of data. . . . . . . . . . . . . . . . . . . . . . . . . . 75



x LIST OF FIGURES

30 Low voltage grid: Value of Lost Grid (VoLG) in million e/km/yr within

individual distribution grid domains (left), and the uncertainty attached

to it (right) expressed as the relative average deviation d of minimum and

maximum VoLG from the mean VoLG in each grid domain (d = 1/2 ·

(VoLGmax−VoLGmin)/VoLGmean). Hatched gray-colored domains indicate

lacking data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

31 Medium voltage grid: Value of Lost Grid (VoLG)) in million e/km/yr

within individual distribution grid domains (left), and the uncertainty at-

tached to it (right) expressed as the relative average deviation d of min-

imum and maximum VoLG from the mean VoLG in each grid domain

(d = 1/2 · (VoLGmax − VoLGmin)/VoLGmean). Hatched gray-colored do-

mains indicate lacking data. . . . . . . . . . . . . . . . . . . . . . . . . . . 77

32 Box-and-Whisker plots (excluding outliers) of average VoLLs (top) and

VoLGs (bottom) for the low voltage (LV) and medium voltage (MV) grid.

The central box indicates the VoLL/VoLG range of the central 50% of the

total electricity consumption of the respective voltage level. . . . . . . . . . 78

33 Risk related to windthrow-induced outages of the medium voltage level

of the electricity distribution networks: Risk values are calculated as the

product of VoLG and the windthrow index determined for the climate

change scenario rcp4.5 for the period 2040 to 2069. Values are normalized

to the illustrated range. The results are shown on the resolution of the

Federal Tree Inventory (at least 4 km x 4 km). White colored regions

indicate lacking data to quantify the VoLG. . . . . . . . . . . . . . . . . . 84

34 Risk related to windthrow-induced outages of the medium voltage level

of the electricity distribution networks: Risk values are calculated as the

product of VoLG and the windthrow index determined for the climate

change scenario rcp8.5 for the period 2040 to 2069. Values are normalized

to the illustrated range. The results are shown on the resolution of the

Federal Tree Inventory (at least 4 km x 4 km). White colored regions

indicate lacking data to quantify the VoLG. . . . . . . . . . . . . . . . . . 85

35 Comparison between (i) the soil temperature in the historical simulation of

the first realization of GCM MPI-ESM downscaled with REMO2009 (td4)

at an arbitrary grid point (11.21°E, 51.44°N) during the year 1990 and (ii)

the soil temperature proxy either derived from the historical simulation

(red) and the evaluation simulation (blue). . . . . . . . . . . . . . . . . . . 108



LIST OF FIGURES xi

36 (a): Skill of the proxy to correctly reproduce the state of the soil for the

historical simulation, based on the weighting factor C(t) deduced from the

same simulation. The colorcode indicates the share of situations during

which the proxy and the simulated soil state indicate a frozen soil (n) in

relation to all situations during which either the proxy or the simulated soil

temperature are below 0◦C (N). (b): Relative reduction of the proxy’s skill

when the weighting factor is based on the evaluation simulation instead of

the historic simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

37 Comparison between the water saturation of the soil (blue), the calculated

soil moisture proxy (dotted blue), and the difference between precipitation

and evaporation (red) at an arbitrary grid point (11.21°E, 51.44°N) for the

year 1990. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

38 The root mean square error (RMSE) of the soil moisture proxy compared to

the soil moisture to which the weighting function D was calibrated (compare

Subsec. 3.2.2). The RMSE is calculated for the entire calibration period

(1970 to 1999). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109



xii LIST OF FIGURES

Acronyms

CORDEX COordinated Regional Downscaling EXperiment

ECMWF European Centre for Medium-Range Weather Forecasts

ERA-Interim ERA-interim reanalysis data

ESGF Earth System Grid Federation

EURO-CORDEX European branch of CORDEX

GERICS Climate Service Center Germany

IPCC Intergovernmental Panel on Climate Change

mHM mesoscale Hydrologic Model

REMO REgional MOdel

SAIDI System Average Interruption Duration Index

VoLG Value of Lost Grid

VoLL Value of Lost Load

WCRP World Climate Research Programme

Abbreviations

DGO distribution grid operator

FT fourier transformation

GCM general circulation model

GVA gross value added

IQR interquartile range

OHL overheadline

RCM regional climate model

RCP representative concentration pathway

RMSE root mean square error

TGO transmission grid operator



1

1 Introduction

In response to the challenges of the energy transition (Energiewende), the German elec-

tricity landscape is in the process of major transformations: In order to comply with

national CO2-mitigation targets of the electricity sector (see Salb et al., 2018), large ther-

mal power generation units are increasingly replaced by decentralized units of renewable

energy capacities (Burger , 2019). These transformations implicate structural adaptions

and expansions of the whole electricity grid infrastructure.

Electricity needs to be transported over increasing distances, since the location of

installation of renewable generation capacities is predominantly guided by the availability

of renewable resources (such as wind and sunlight), instead of their proximity to demand

centers of electricity. In response, the German electricity transmission grid infrastructure,

those parts of the grid which are responsible for the transport of electricity over large

distances, are planned to be significantly expanded (Pesch et al., 2014). Moreover, the

grid has to be adapted to cope with variable electricity feed-ins into those parts of the grid

which traditionally were mainly in charge of the distribution of electricity. This relates to

the fact that a significant share of the renewable electricity generation capacities is directly

connected to the distribution networks (National Academy of Sciences and Engineering

(acatech) et al., 2016).

While, in comparison to the transmission grid, the German medial focus on the expan-

sion of the distribution grid is much less pronounced, the expansion requirements at these

lower voltage levels of the grid are significantly higher. Depending on the underlying

energy-economic scenario considered, a projected 130,000 to 280,000 km of grid exten-

sions (8 to 16% of current total distribution grid length) are projected to be required

until around 2030 (Büchner et al., 2014; Agricola et al., 2012).

Besides the sketched expansion requirements of the electricity distribution networks

due to the energy transition, these networks need to be adapted to the climate conditions

they are exposed to during their lifetime. Climatic conditions are considered in the

design of electricity networks: Based on observations on wind and ice conditions, climatic

conditions are for example reflected in norms that regulate the resistance of the grid with

respect to the local climatic conditions (compare e.g. Deutsches Institut für Normung,

2005). However, potential future climate changes are not yet included in these norms. In

response, a redefinition of technical standards is considered to account for climate change

aspects (Arent et al., 2014).

Extreme weather events may impair the secure operation of electricity distribution and

transmission networks. In the course of climate change, the return periods of these events

can be impacted (Groth et al., 2018; Koch et al., 2016). The electricity transmission and
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distribution sector has been identified of being particularly vulnerable to altered storm

conditions and increases in air temperature (European Commission, 2013; Rademaekers

et al., 2011).

Increased ambient temperatures lead to reduced carrying capacities of the grid (Arent

et al., 2014). However, their physical and monetary implications are comparably small to

the damages potentially induced by events of extreme wind speeds (Ward, 2013a). This

relates to the fact that extreme wind speeds bear potential to cause electricity outages.

These may lead to the interruption of value-adding processes causing severe economic

implications. Also historically, in Europe, the majority of such customer disconnections

were related to storms that caused trees or other debris to damage the distribution infras-

tructure (Ward, 2013a). Schubert et al. (2008) and the findings in Sec. 2.4 of this thesis

indicate that this general observation also applies to Germany.

Hence, besides the considerable investment requirements to adapt the electricity net-

works to the requirements related to the energy shift, further adaptation becomes nec-

essary to account for climate change impacts - especially considering the long latency

periods and lifetimes of electricity infrastructure projects (Schmid et al., 2016).

The previous paragraphs stressed two important points: The investments into the

German transmission and distribution grid infrastructure to meet the structural changes

related to the energy transition are estimated to be substantial in the forthcoming years.

In addition, the electricity transmission and distribution sector has been identified being

vulnerable to climatic changes. Therefore, it is probably more cost-efficient to combine

both aspects as part of the standard maintenance-renewal cycle: the need for extension

requirements related to the energy transition as well as the need to adapt the grid to

potentially altered climatic conditions.

It should be underlined that the electricity grid in its current structure was not de-

signed according to cost-efficiency criteria. Admittedly, today’s grid design to some extent

unintendedly reflects economic criteria: Lower voltage levels, for example, are in general

designed with a lesser degree of redundancy than higher voltage levels (Ward, 2013a)

and, therefore, have better capacities to cope with an outage of any component within

the power system. This reflects economic reasoning, since most probably more economic

value generation would be affected by an interruption in the higher voltage levels of the

grid than in any of the lower levels. However, in fact, the guiding regulatory frameworks in

Germany base security standards primarily on engineering practices, instead of resorting

to economic considerations (Röpke, 2013). This is common practice also in most other

countries, but there are also examples of countries that include economic arguments: The

Netherlands, for example, have added a rule that allows grid operators to deviate from
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strict engineering practices in case the costs exceed the benefits of a certain measure

(de Nooij et al., 2010).

Climate change should not simply be taken into account by redefining the respective

technical standards in accordance to the projections of future changes in the probability

distribution of extreme weather events. Instead, also the monetary consequences of an

interruption should be taken into account. As a guiding concept, this thesis suggests

the risk concept as defined in the field of quantitative risk analysis. Applied to the

research complex of interest in this study, risk can be represented as likelihood of the

occurrence of hazardous events multiplied by the impacts if these events occur (IPCC ,

2014). Resorting to this concept determines the structure of this thesis along the lines of

the following research questions.

Which atmospheric events trigger grid interruptions?

The proposed risk concept requires the likelihood of the occurrence of hazardous events.

In order to determine which events are actually hazardous in the context of electricity

grid infrastructure, Ch. 2 introduces the main characteristics of the electricity networks,

investigates which events led to network interruption in the past and which events are

projected to constitute grid outage initiators in the future. Since the windthrow of trees

is identified as a main contributor to atmospherically-related grid interruptions (compare

Sec. 2.4), the conditions that influence the probability for windthrow and the relevant cli-

matic variables determining the probabilities of windthrow are identified. In this context,

also the role of overheadline as vulnerable critical infrastructure is discussed.

How does climate change impact the likelihood for grid outages?

Having identified windthrow as the most likely future source for network outages, an

index to capture the conditions for windthrow is proposed (compare Ch. 3). Thereafter,

regional differences in the windthrow index at the end of the 20th century are quantified

and compared to the windthrow index as projected for a mid 21st century period according

to an ensemble of state-of-the-art regional climate model simulations. Finally, regions of

increasing and decreasing windthrow likelihood due to climate climate are identified.

What is the economic impact related to a grid interruption?

Having analyzed the likelihood of hazardous events as one component required for the

quantification of risk, Ch. 4 focuses on determining the impacts related to a windthrow-

induced interruption of the distribution grid. Therefore, a methodology to quantify and

analyze regional differences in the economic relevance of the distribution grid infrastruc-

ture is proposed. Finally regions of comparably higher economic relevance than others

are highlighted.

What is the risk associated with climate change impacts on the electricity grid infras-
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tructure?

Ch. 5 combines the outcomes of the individual results of the two principal parts of this

thesis (Ch. 3 and Ch. 4) and stresses relevant limitations of the suggested approach. Ch.

6 summarizes the outcomes with respect to the posed research questions and provides an

outlook for a more refined analysis on a higher spatial resolution.
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2 Interruptions of Electricity Networks

In Ch. 1, the research questions analyzed in this dissertation project were motivated. This

chapter provides relevant background information on crucial characteristics of electricity

networks with respect to its hierarchy of voltage levels and their respective duties in the

context of electricity supply (compare Sec. 2.2), and on the reliability of electricity supply

(compare Sec. 2.3). In addition, a dataset on electricity outage statistics is analyzed, and

the windthrow of trees is identified as the dominant reason of atmospherically-induced

electricity grid interruptions (compare Sec. 2.4). Subsequently, the variables determining

windthrow are introduced (compare 2.5). Finally, climate change impacts on windthrow

are analyzed (compare 2.6).

2.1 Introduction

The reliability of the electricity system is crucial for the availability of basic services

such as health care or food- and water supply. In consequence, the electricity system is

classified as critical (compare e.g. The Council of the European Union, 2008). The critical

infrastructure of a country refers to all the assets essential for the proper functioning of a

society and its economy.

Beyond its social and economic significance, investments into electricity grid infras-

tructure are characterized by further important aspects: Firstly, electricity grid infras-

tructure is very capital-intensive. Therefore, it is not economically reasonable, to have

various competing grids in place (Schwab, 2012). In order to avoid that operators exploit

this situation of a so-called natural monopoly, the electricity transmission and distribution

business is regulated. In exchange for being granted a monopoly, an electricity transmis-

sion or distribution company has to accept that a regulatory authority (in Germany: the

Bundesnetzagentur) determines the structural requirements of the infrastructure as well

as the height of the network charges (Schwab, 2012), and thus, strongly influences the

operators’ revenues.

Secondly, large infrastructure projects are often characterized by significant latency

periods during the planning process (Schmid et al., 2016), and experience very long life-

time of up to 50 and more years. In Germany, for example, more than 40% of the

currently installed distribution or transmission grid infrastructure has been build prior

to 1969 (Bräuninger et al., 2014). Therefore, the planning of required grid capacities

crucially depends on robust projections of future energy transmission and distribution

requirements. At the same time, it is of vital importance to account for climatic changes

during the operational lifetimes of these infrastructure.
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Figure 1: Domains of the four differ-
ent transmission grid operators (TGOs) in
Germany (Visualization based on shape-
files from Lutum + Tappert DV-Beratung
GmbH (2016)).

Figure 2: Domains of the almost 900 dif-
ferent distribution grid operators (DGOs)
in Germany (Visualization based on shape-
files from Lutum + Tappert DV-Beratung
GmbH (2016)).

2.2 The Role of Transmission and Distribution Networks of

Electricity

Electricity is transported at different voltage levels. The higher the distance over which

power is to be transported, the higher the voltage used. This is related to the fact

that power losses decline the higher the voltage used for its transmission (Schwab, 2012).

It is distinguished between the transmission and the distribution grid. In essence, the

transmission grid’s task is the supra-regional transportation of electricity, usually at peak

voltage levels of 220 or 380 kV. In Germany, the transmission grid is operated by four

different so-called transmission grid operators (TGOs) (compare Fig. 1). Unplanned

interruptions of the transmission grid can lead to blackouts far away from the location

where the interruption of transmission occurred.

Though transmission grids play an essential role for the long-distance transport of

electricity, they constitute only 1.9% of totally installed grid lengths (Lengsfeld et al.,

2015). The remaining share of the grid is referred to as the distribution grid, usually

running at between 400V to 110kV. Its primary task is to locally distribute the electricity

to the electricity consumers. Currently, there are around 900 different distribution grid
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operators (DGOs) in Germany of very different geographical sizes (compare Fig. 2).

The energy transition in Germany has triggered significant alterations in the structure

of electricity generation. Historically, the electricity system has been designed such that

large thermal power plants were located in close proximity to the demand centers of elec-

tricity. These fed into the transmission grid, from which electricity was propagated down

to the lower voltage levels of the distribution grid to meet the demand of the end-customers

of electricity. These conventional sources of electricity generation have the advantage that

their operation can be planned and to some extent adjusted according to the projected

demand for electricity. However, large thermal power plants are increasingly replaced by

decentralized units of small-scale renewable generation capacities (Burger , 2019), which

in many cases directly feed into the distribution grids (National Academy of Sciences and

Engineering (acatech) et al., 2016). In response to this ongoing development, a combi-

nation of measures are planned or are in the process of gradual implementation: One is,

to increase electricity storage capacities in order to cope with an increased variability of

renewable power generation and the limited influence on its power output (Zander et al.,

2017). In addition, the electricity market gets gradually adapted to these challenges by

developing towards a pattern where the market incentivizes to adjust consumption to the

generation of electricity (Bayod-Rújula, 2009), instead electricity generation responding

to the timing of consumption.

These measures can to some extent compensate for investments in the grid infras-

tructure (Zander et al., 2017). Nevertheless, sizable investments in the expansion of the

German electricity transmission grid infrastructure are necessary (Pesch et al., 2014).

This is due to the installation of renewable electricity generation capacities being primar-

ily determined by the availability of renewable resources, instead of a proximity to the

centers of electricity demand. Wind energy is for example harvested by large (planned)

offshore wind parks in the North- and Baltic Sea, while there are few (planned) renewable

generation capacities close to the electricity demand centers in the South of Germany

(Knorr et al., 2017). Therefore, today (and even more pronounced in the future) electric-

ity needs to be transported over larger distances than historically.

While the medial focus on the adaptation of the distribution grids to the sketched

developments is much less pronounced, the absolute expansion requirements at these

lower voltage levels of the grid are significantly higher. This relates to the fact that

the distribution grids have originally not been designed for high shares of renewable

electricity feed-ins. Due to this development, the historically mostly unidirectional power

flow (from the higher to the lower voltage levels) is increasingly often replaced by a

bidirectional electricity flow (National Academy of Sciences and Engineering (acatech)

et al., 2016). Therefore, adaptation and expansion of the distribution grid is crucial to
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cope with these decentralized electricity feed-ins (Büchner et al., 2014). In consequence,

as already highlighted, a projected 130,000 to 280,000 km of grid extensions (~8 to 16%

of current total distribution grid length) are required until 2030 or 2032 (depending on

the underlying energy-economic scenario considered by Büchner et al. (2014) or Agricola

et al. (2012) respectively).

2.3 Reliability of Electricity Supply

Many sectors and services significantly rely on a constant provision of electricity. There-

fore, a long-lasting and large-scale electricity blackout would lead to the complete collapse

of many other critical infrastructures (Petermann et al., 2010). The causes of such major

blackouts are manifold. They could relate to terrorist actions, system failures or natural

disasters, such as extreme weather events (Petermann et al., 2010). Climate change may

impair the reliability of the energy system through an increased occurrence of weather

extremes. In the past, the impacts of most extreme weather events were rather locally

constrained and did not lead to large-scale blackouts in Germany. However, already

small-scale blackouts may cause significant deadweight losses and harm the local econ-

omy (de Nooij et al., 2007). An estimated 3.4 million people were for example affected by

blackouts during the two winter storms Lothar and Martin (in December 1999), having

caused estimated economic losses of 15 billion € (Groenemeijer et al., 2015).

An individual contingency within the system does not necessarily lead to a supply

interruption. In general, an electricity network is designed according to the N-1 standard,

implying that the network has sufficient redundancy to withstand any singular fault of

the system, such as the unplanned outage of a generating unit or the unplanned outage

of a conductor line (Schwab, 2012). Consequently, a necessary condition for a supply

interruption is, in most networks types, the failure of at least two system components.

However, distribution networks are generally characterized by a lesser degree of redun-

dancy than the transmission network (Schwab, 2012). In certain network architectures of

the lower voltage networks a single fault may already cause a number of consumers to lose

supply. Radial systems are the predominant network architecture of low voltage grids,

whereas on the medium voltage level, loop systems dominate (Büchner et al., 2014). In

a radial distribution system, a failure at one point of the grid causes a collapse for those

system units located behind the point of failure. In a loop system, each system unit can

be supplied from two sites, hence, a failure at one point in the loop does not necessarily

imply a supply interruption for other units within the loop.

Besides the network architecture and the degree of redundancy of the grid, the share

of overheadlines (OHLs) constitutes a factor of vulnerability of the system, due to their

exposure to falling trees and other wind-blown debris or ice agglomeration on the lines.
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Figure 3: Share of overheadlines (OHLs) in the low voltage grid (left) and the medium
voltage grid (right) of the distribution grid; based on reporting of DGOs; gray-colored
domains indicate lacking information.

In general, the share of OHLs decreases the lower the voltage level. The largest number

of end-customers (especially in densely populated areas) are commonly connected to the

low voltage grid via buried cables. However, the share of OHLs can regionally differ

quite significantly (compare Fig. 3), with some domains in the low- and medium voltage

grid level being characterized by up to 60 to 70% of OHLs, whereas there are other

operators of almost 0 to 19% share. This indicates an operator-specifically varying degree

of vulnerability of the grid to extreme weather events.

2.4 Reasons for Grid Interruptions

In Europe and North America, weather events are a main contributor to situations of a

loss of supply of customers (Ward, 2013a). In the US, weather impacts were responsible

for more than 50% of outages (affecting more than 50,000 customers) between 1984 and

2006 (Hines et al., 2009). In Europe, the majority of customer disconnections occurred

in the distribution networks and were related to storms that caused trees or other debris

to damage the distribution infrastructure (Ward, 2013a). Only the most severe storms

caused direct damages to the transmission networks (Ward, 2013b). OHL structures of

the distribution grid are in general more prone to wind-blown debris due to their – in

comparison to transmission networks – lower design heights.

In Germany, grid operators are legally obliged to annually report grid interruptions.

These reports establish a basis for calculating the so-called System Average Interruption
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Figure 4: Comparison of the annual mean
outage duration per customer in the low
voltage level and the medium voltage level
differentiated by its triggers in the period
from 2004 to 2015, based on the evaluation
of the availability statistics (Forum Net-
ztechnik/Netzbetrieb, 2017).
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Figure 5: Annual mean outage duration
per customer in the medium voltage level
between 2004 to 2015 differentiated by
its trigger, based on the evaluation of
the incident statistics (Forum Netztech-
nik/Netzbetrieb, 2017).

Duration Index (SAIDI), which provides information on electricity outages. On aver-

age, each customer in Germany was disconnected from the grid between around 12 to

22 min/a between 2006 and 2017 (Bundesnetzagentur , 2018). In general, the quality of

the security of supply in Germany is very high in comparison to other European coun-

tries Bundesnetzagentur (2015), however, a large contribution towards the inter-annual

variability of outage times relates to extreme weather events, such as storms.

An analysis for the period 2004 to 2006 with special focus on Germany indicates that

atmospheric impacts contributed around 40% towards those outages for which a reason

of its interruption is known1 (Schubert et al., 2008). However, to the author’s knowl-

edge there is no study which investigates atmospherically induced electricity outages in

the years after 2006. And, further, there is no publication which disaggregates the rea-

sons of atmospheric impacts into its individual subcategories, such as wind/storms, icing,

flooding. Therefore, a more comprehensive analysis on the reasons for grid interruptions

was conducted, based on a database on grid-interruptions for the period 2004 to 2015

(Dataset: Forum Netztechnik/Netzbetrieb, 2017).

The analyzed dataset is based on two different survey statistics: The so-called avail-

ability statistics (in German: Verfügbarkeitssstatisitik) and the incident statistics (in

German: Störungsstatistik). The availability statistics collects data on the availability

1For about a third of the outage duration, there was no clear reason identifiable.
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of electricity by final electricity customers in the low- and medium voltage grid. The

incident statistics evaluates the reasons for grid interruption down to the medium voltage

level in a comparably more detailed manner. Both statistics are consistently based on

at least 75% of the total grid lengths (Forum Netztechnik/Netzbetrieb, 2017). Therefore,

they can be considered as representative for the outage statistics in the whole system.

This is further stressed by the fact that the annual average SAIDI coefficients calculated

from these statistics (Forum Netztechnik/Netzbetrieb, 2017) closely match the coefficients

as published by the respective regulatory authority in charge (Bundesnetzagentur , 2018).

The advantage of the analyzed incident statistics over the published data by the Bun-

desnetzagentur is its facilitation of a disaggregated analysis of the atmospheric reasons

that led to an outage. However, since the incident statistics is only conducted down to

the medium voltage level, this disaggregation cannot be conducted with respect to the

low voltage grid.

This does not constitute a major issue, since the evaluation of the availability statistics

reveals that the majority of outage duration times relates to interruptions of the medium

voltage level (compare Fig. 4). Moreover, the evaluation showed atmospheric events to be

the largest contributor to customer disconnections in the medium voltage grid (~ 39%).

The incident statistics enables to further disaggregate the category atmospheric event

(compare Fig. 5). The results illustrate that within the category of atmospheric events,

wind is the main contributor to disconnections (~ 60%).

It is challenging to robustly project future reasons for electricity outages- Since the

climatic conditions in Germany are projected to change, the probabilities of the occurrence

of events potentially triggering electricity outages may also be modified. Therefore, past

reasons for grid interruptions are not necessarily an indicator for future reasons for grid

interruptions.

Nevertheless, expert assessments provide some guidance. For the electricity trans-

mission and distribution sector, the increased occurrence of storms and increases in air

temperature was identified as the biggest risks associated with climate change (European

Commission, 2013; Rademaekers et al., 2011). These assumptions are supported by the

conclusions drawn from expert interviews with actors of the energy sector in Germany

(Gößling-Reisemann et al., 2012). According to that, potential future impacts on the

OHLs due to wind and ice formation as well as the impacts of increased summer heat

waves on the availability of cooling water are considered of being the most relevant climatic

influences.

Increased ambient air temperatures especially influence the operation of thermal power

plants. The transportation of fuels (usually hard coal) towards power plants could be

impaired when climate change leads to lower river levels during summer periods (Groth
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et al., 2018; Behrens et al., 2017): For Germany, electricity prices have been estimated

to increase by 1% if water levels fall by 1% (McDermott and Nilsen, 2011). In addition,

increased river temperature during summer restricts the availability of cooling reservoirs

and, hence, influences the efficiency of the generation of electricity: electricity prices in

Germany were estimated to increase by 1% for each degree that water temperatures exceed

25°C (McDermott and Nilsen, 2011). Similar qualitative effects were shown by Pechan

and Eisenack (2014). However, the aspect of cooling water availability is considered

manageable by installing cooling towers to reduce the need for cooling water (Gößling-

Reisemann et al., 2012). In conclusion: High ambient temperatures have the potential to

increase electricity prices over a limited period of time, but they hardly cause interruptions

of electricity supply.

2.5 Windthrow

In the past, the majority of customer disconnections occurred in the distribution networks

and were related to storms causing trees to damage the distribution infrastructure. There-

fore, changes in the local climatic conditions that influence the windthrow probability of

trees may influence the occurrence of customer disconnections.

Wind acting on the cross-sectional area of a tree may cause the tree’s stem to bend

and leads to a shift of weight of the crone and the trunk to the lee side of the tree. If the

applied wind forces are rather moderate, the tree springs back towards its original position

as soon as the wind force decreases. During gusty wind conditions, elliptic oscillations of

the crone of the tree can be observed, due to the eccentricity of the crown (Mitscherlich,

1981). In case the wind-induced momentum acting on the tree exceeds the tree’s root

anchorage in the soil, roots on the luv site of the tree start to rupture, while the roots on

the lee site of the tree get kinked. In particular on wet and skeletal poor soils, the whole

root bale – depending on the root structure of the tree – may either turn as a hemisphere

in the soil or may be lifted as a flat disk. In a preliminary phase of the latter process, it

can be observed that the root plate lifts and lowers in accordance with the bending of the

trunk (Mitscherlich, 1981).

An extraordinarily strong gust may cause stem and crone to be bended as far to the

lee side, that the turning momentum (related to its excentered weight and the wind force

applied; compare the right arrow in Fig. 6) exceeds the frictional resistance of the root

bale and the tensile and supporting forces of the roots in the soil (the left arrow in Fig.

6). In consequence, the tree overturns. In case the applied wind force exceeds the stem’s

strength but does not exceed the roots’ anchorage in the soil, the stem breaks. Hence, a

tree’s root anchorage and its trunk strength determine whether wind causes uprooting,

trunk breakage or no damage. Both, stem breakage and uprooting, is commonly referred
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Figure 6: Schematic sketch of factors that determine a tree’s windthrow risk. Changes
in the climatic conditions may either impact the wind-induced momentum acting on the
tree, or influence the resistive forces of the tree that determine the maximum turning
moment the tree may withstand without being overturned.

to as windthrow (e.g. Gardiner et al., 2008; Klaus et al., 2011).

The probability that a tree is overthrown by wind is determine by a variety of factors

as schematically visualized in Fig. 6. A tree’s genospecific characteristics determine

its resistive forces (root anchorage and stem strength) and influence the wind-induced

forces applied to the tree: Its resistive forces are determined, for example, by the depth

of the rooting system and the ratio of tree height to stem diameter; the applied forces

are influenced for example by its crown characteristics and stem height. However, these

tree characteristics are only to a certain extent species-specific. In addition, a tree’s

mechanistic stability mirrors its long-term exposure to climatic conditions and inter-tree

competition (Perera et al., 2015): Isolatedly growing trees commonly develop large crowns

and adapt their crowns as well as stem thickness and roots to the local wind conditions

(Perera et al., 2015). Stand-growing trees, which are partially sheltered by neighboring
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trees, are commonly characterized by lower mechanical stability, since they compete for

light and soil resources (Perera et al., 2015). Furthermore, diseases as well as human

interventions (e.g. thinnings of a forest, ruptures of the rooting systems with heavy forest

vehicles etc.) impact on the predisposition to windthrow.

Moreover, climatic conditions determine the windthrow likelihood of a tree. Beyond

the wind conditions, soil moisture and soil temperature impact the resistive forces of the

root bale within the soil. Heavy rainfall during or prior to storm events lead to increased

soil moisture levels, and were observed to increase the predisposition of trees to windthrow

(Usbeck et al., 2010; Panferov et al., 2010, 2009; Dobbertin, 2002). Dobbertin (2002) found

that the probability of windthrow during winter storm Vivian was twice as high for a

tree standing on water logged soils compared to stands on non-water logged soils. This

observation was confirmed by tree pulling experiments (Kamimura et al., 2012) and by

studies investigating windthrow during winter storm Kyrill in North-Western Germany

(Klaus et al., 2011). Besides the moisture content, the physical state of the soil moisture

(frozen or non-frozen) substantially influences soil stability: The sensitivity to storm

damage has been modeled to decrease by 30% during frozen soil conditions (Lagergren

et al., 2012).

2.6 Climate Variables influencing Windthrow

The conditions for windthrow were identified being influenced by the climate variables

wind speed, soil moisture and the state of the soil. The following subsections outline how

these variables have evolved in the past and summarize the knowledge on their evolution

in the forthcoming decades (compare Subsec. 2.6.1, 2.6.2 and 2.6.3).

2.6.1 Extreme Wind Speeds

Since windthrow is determined by the maximum turning moment acting on a tree, the

occurrence of extreme wind speeds is the main contributor to the windthrow risk of

trees. For Germany, extreme wind speeds are significantly determined by the strength

and the track of cyclones originating from the Northern Atlantic (Pinto and Reyers, 2016).

Cyclones develop in regions with large temperature gradients, either due to differences in

solar heating between lower and higher latitudes or due to the differences in heat uptake

between land and ocean surfaces. Conditions for cyclone development are especially

favorable over the Northern Atlantic. Since climate change is projected to lead to altered

global and regional temperature distributions, both the track and the strength of these

cyclones are expected to be affected by climate change (Pinto and Reyers, 2016).

There are different methods to estimate past changes in the occurrence of extreme wind
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speeds. Due to the mentioned mechanism of cyclone formation, a majority of studies on

trends of extreme wind speeds focus on the North Atlantic, the North Sea and/or the

Baltic Sea2, instead of having a local focus on Germany. In the context of trends in the

occurrence of cyclones, it is important to consider that cyclone activity is subjected to

large multi-decadal variability (Feser et al., 2015). Any trend in the data is superimposed

by this internal variability. Therefore, the comparably short period of comprehensive wind

data collection (of roughly 50 years) aggravates robust conclusions (Pinto and Reyers,

2016).

Feser et al. (2015) reviewed available literature on long-term storm trends in the past.

The authors differentiate between approaches based on station measurements of wind

speeds3 and on reanalysis data. The findings are ambiguous: A majority of measurement-

based studies indicates a decrease in the storm activity for central Europe and the North-

ern Sea, and about the same number of studies show an increase, a decrease or no trend

for the Baltic Sea region. Contrarily, reanalysis-based studies identify no net or a positive

trend for the three named regions. One root for these contrary findings are methodolog-

ical differences (Pinto and Reyers, 2016). In addition, a trend analysis of measurements

at several stations in Germany did not indicate any significant trends (Hofherr and Kunz ,

2010). In conclusion, there is no clear historical trend to observe for Germany (Pinto and

Reyers, 2016).

Feser et al. (2015) also reviewed available literature on future long-term storm trends,

based on Global or Regional Climate Models (GCM and RCM): The reviewed articles

do not indicate a clear trend with respect to the occurrence rate of storms for the Baltic

Sea and central Europe. However, with respect to storm intensity, almost all reviewed

articles diagnose an intensification of future storms for the mentioned geographic area,

irrespective of the model types considered in the analysis (GCM or RCM). With special

focus on Germany, Rauthe et al. (2010) showed an increase in the occurrence of extreme

wind speeds (of 10-year return period) in the North and North-West, and decreases in

the South-West of the country. However, the latter study is based on only two different

RCMs, driven by the same GCM.

2.6.2 Soil Moisture

The resistive forces of a tree are, among others, determined by the anchorage of the roots

in the soil. In addition to the soil type, soil moisture may significantly determine the

2For a detailed overview of studies, please consult Feser et al. (2015).
3Most of the reviewed studies are based on pressure-based extreme-wind-proxies, to avoid that out-

comes are distorted by potential inhomogeneities in wind time series or land-use changes (Feser et al.,
2015). In contrast to these methods, direct wind measurements are often viewed as too inconsistent to
be directly employed as a proxy for extreme wind speeds (Pinto and Reyers, 2016).
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resistive forces of the roots to windthrow.

Due to the absence of studies focusing on past and future trends of soil moisture

content in those soil layers relevant for root anchorage, changes in precipitation or evap-

oration as a consequence of climate change may serve as an indicator for the influence of

climatic changes on the resistive forces of trees. With respect to precipitation sums over

Germany during the summer months, Zolina et al. (2008) identified slight, but insignifi-

cant decreases for the past decades. During winter months, for many regions a significant

increase in the precipitation sums was identified (Zolina et al., 2008). Moreover, trends

for heavy precipitation events were found to increase significantly for large parts of Ger-

many (Moberg and Jones, 2005). In the near future, extreme precipitation events (90th

percentile of daily precipitation sums) as well as precipitation sums in general are pro-

jected to increase all over the country during winter (Pfeifer et al., 2015; Feldmann et al.,

2013). However, in the near-term (e.g. 2031 to 2060) robust climate change signals are

identified for a limited number of regions only, while the robustness with respect to the

long-term (by the end of the 21st century) is much more substantial (Pfeifer et al., 2015).

These increased levels of winter precipitation, as already observed and projected for

common scenarios of climate change, increase soil moisture and, therefore, have an overall

increasing influence on the likelihood of windthrow.

2.6.3 Soil Frost

To the author’s knowledge, there is no study investigating recent or future changes in

soil frost days in Germany in a comprehensive manner. Further, soil temperatures are no

standard output variable stored in climate data archives (e.g. the archives of the Earth

System Grid Federation (ESGF)), and can, therefore, only be studied via proxy indicators.

Hence, as an indicator towards trends in soil temperature, the following paragraphs mainly

refer to studies investigating atmospheric temperatures.

Only a few studies exist regarding past trends of the extreme characteristics of atmo-

spheric temperatures (Deutschländer and Mächel, 2016). A study regionally focusing on

the Rhine basin in Western Germany found for the period from 1958 to 2000, a reduction

in the number of days with temperatures below 0°C at the majority of the temperature

stations (Hundecha and Bárdossy, 2005). Overall, there is a positive trend towards less

extreme minimum temperatures, which also indicates a decrease of the number of days

with temperatures below 0°C (Deutschländer and Mächel, 2016). By the end of the 21st

century, the number of frost days was projected to substantially decrease in comparison

to the reference period (1971 to 2000): Depending on the considered greenhouse gas emis-

sions scenario, for Northern Europe the likely decrease was estimated to amount between

26 to 83 days (Jacob et al., 2014).
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These findings result in longer periods of unfrozen soils, during which the root anchor-

age is reduced (Schindler et al., 2012). The importance of this phenomenon is amplified

by the fact that the periods of decreasing shares of frozen soils overlap with the periods

of clustered appearances of wind extremes during autumn and winter.

2.7 Conclusions

An analysis of available literature and statistics on the reasons for customer disconnec-

tions from the electricity grid was conducted. The results showed that, in the past, most

customer disconnections occurred on the medium voltage level of the distribution grid;

while there are hardly any documented interruptions of the transmission grid. This is re-

lated to the fact that the largest contributor to customer disconnections are atmospheric

events. Further, the results of the analysis identify wind as the main reason for cus-

tomer disconnections in the past. However, usually wind does not directly damage the

constructions, but causes trees to fall on the structures. Since the transmission networks

are characterized by a significantly higher design height than the distribution networks,

the former hardly experience any windthrow-related disconnection. Therefore, the anal-

ysis conducted in Ch. 4 focuses on atmospherically-induced outages of the electricity

distribution networks.

As indicated, windthrow – the overturning or breakage of a tree due to extraordinarily

strong gusts – constituted the main contributor to atmospherically-induced customer dis-

connections in Germany. But due to climate change, the probabilities of the occurrence

of events having the potential to trigger electricity outages may also be modified. Expert

assessments identifying the increased occurrence of storms as one of the biggest risks asso-

ciated with the electricity transmission and distribution sector, indicate that windthrow

constitutes a major threat also under conditions of climate change.

Consequently, the influence of climate change on the windthrow risk of trees was

explored: increasing occurrences of extreme wind speeds, increasing soil moisture content

as well as reduced shares of days experiencing frozen soil conditions increase the likelihood

of windthrow. However, windthrow threatens the security of electricity supply only in

those cases where the grid infrastructure is designed as OHLs. Therefore, the share of

OHLs was identified as a factor of vulnerability of the electricity system. In the medium

voltage level, identified as the part of the grid most often hit by supply interruptions, the

share of OHLs varies substantially between the different operators.
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3 Influence of Climate Change on Windthrow

The previous section underlined that the majority of weather-induced customer outages

relates to wind. In most cases the windthrow of trees damages the grid infrastructure.

Consequently, potential changes in the climatic conditions that determine a tree’s ex-

posure to windthrow-facilitating weather conditions influence the occurrence of future

electricity grid outages.

The first part of this chapter introduces modeling approaches to quantify windthrow-

related damages and discusses their advantages and disadvantages in the context of their

application to climate model simulations (compare Sec. 3.1). In Sec. 3.2 an index

capturing the meteorological conditions for windthrow is developed. Thereafter, it is

investigated how windthrow is projected to change according to an ensemble of state-of-

the-art RCM simulations of different scenario intensity (compare Sec. 3.4). The final

section discusses the results and highlights conclusions that can be drawn from these

findings (compare Sec. 3.5).

3.1 Introduction

The probability that a tree is overthrown by wind is determine by a variety of factors

(compare Sec. 2.5). An experimental approach to estimate and regionally compare the

stability of trees is realized through tree-pulling experiments. However, robust results

require a very large sample size of experiments, comprising each possible combination of

the relevant determinants (Nicoll et al., 2006). For reasons of practicability and financial

resources, experiments are usually limited to small-scale studies intending to investigate

specific research questions (Nicoll et al., 2006; Kamimura et al., 2012).

Different approaches on how to determine windthrow resulting from extreme wind

speeds have been proposed. Basically, it can be distinguish between methods that are

based on absolute thresholds and relative thresholds of wind speeds. One of the simplest

absolute-threshold-based approaches relies on the categories defined by World Meteoro-

logical Organization (WMO) (2011). According to these categories wind speeds of 24.5

to 28.4 m/s (10 Bft) bear the potential to uproot trees. Stronger wind speed is expected

to lead to widespread storm damages, while trees are expected to withstand values below

the given range. An approach purely based on an absolute threshold might be considered

too simplified, since it only focuses on the exposure of trees to wind (neglecting other

important climatic factors), and does not consider site- or species-specific predispositions

to windthrow.

In general, approaches based on an absolute wind speed threshold do not take into

account that a tree’s stability also mirrors its long-term exposure to climatic conditions
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and inter-tree competition (Perera et al., 2015). Consequently, some researchers promote

approaches based on relative instead of absolute wind speed thresholds (e.g. Klaus et al.,

2011). In addition, absolute approaches are not suitable for an application in the context

of RCMs simulations of extreme wind events, since (i) the spread in the reproduction of

extreme wind speeds can be very pronounced among different RCMs (Outten and Esau,

2013), and (ii) some RCMs underestimate extreme wind speeds compared to observations

(Rauthe et al., 2010). Consequently, the application of an index based on an absolute

wind speed threshold is prone to distorted results.

Alternatively, storm loss models making use of a relative thresholds of wind speed

have been suggested. They build upon the assumption that damage occurs, once a certain

percentile value of historically observed extreme wind speed is exceeded. Moreover, these

models commonly assume increased probabilities of windthrow the more the wind speed

threshold is exceeded. Both characteristics are captured by storm loss models, as employed

for example by Jönsson et al. (2013) or Klawa and Ulbrich (2003), who assume damage

to cubicly increase with increasing wind speed. Accordingly, the function for storm losses

Li during a singular event i with wind speed vi reads:

Li ∝

(

vi − vperc

vperc

)3

(for vi ≥ vperc), (1)

with vperc constituting a certain percentile value of maximum wind speed.

There are basically two arguments for the application of a cubic function (Klawa and

Ulbrich, 2003): Firstly, energy density is proportional to the cube of the wind speed.

Secondly, empirical evidence by insurance companies, showing that storm losses increase

with the cube of the maximum wind speed. However, it remains to be proven that the

second argument also holds in the context of windthrow of trees.

A related approach specifically addressing storm damages of trees is presented by

Lagergren et al. (2012), whose model is designed for the application within a dynamic

vegetation model: Storm losses are determined based on a damage function of the form

as presented in Eq. 1. In addition, the vulnerability to windthrow (V ) is included as a

mathematical factor. Moreover, the factor Ei
frozen soil reflecting the state of the soil (frozen

or non-frozen soil) is included . Hence, the loss function reads:

Li ∝ V ·

(

vi − vperc

vperc

)3

· Ei
frozen soil (2)

This approach is based on the logic that the severity of the impacts of extreme weather

events strongly depends on the level of exposure and vulnerability (Cardona et al., 2012).

In the context of this dissertation, exposure refers to the extent a tree or forest is exposed

to adverse weather conditions, while vulnerability refers to the predisposition of trees to
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suffer from windthrow when impacted by an extreme weather event.

The latter approach considers the physical state of the soil (frozen or non-frozen), but

does not include the implications of soil moisture on windthrow. Braden et al. (2013)

propose a simplified index design to incorporate soil moisture: Windthrow is assumed to

occur once a certain threshold of wind speed and soil moisture is exceeded simultaneously.

For wind speed – in analogy to the latter index designs – the 99th percentile of daily

maximum wind speed (over a certain reference period) is chosen as a threshold. For soil

moisture, the threshold is exceeded once the sum of winter precipitation (precipitation

following October 1st) amounts to more than 150 mm. This design features the following

disadvantages: (1) It does not incorporate damage increase with increasing wind speed

once the threshold is exceeded; (2) The precipitation indicator for soil moisture is rather

simplistic since regional differences in the ability of the soil to absorb water and infiltration

or evaporation of precipitation are not considered; (3) This type of index design does not

account for differences in the predisposition to windthrow of different tree species and

different soil types. Nevertheless, it is one example, where soil moisture is included into

an indicator to estimate the risk for windthrow under climate change.

Another approach includes soil moisture into the damage function based on a quantity

named relative extractable water4 (e.g. Panferov et al., 2009, 2010). However, the authors

state the lack of published data on a critical level of soil moisture in the context of

windthrow of trees, being the reason why the authors make use of a threshold based

on optimal water content. This model is applied in a coupled modeling approach of a

turbulence model and a soil-vegetation-atmosphere-transfer model. In consequence, it

requires many local information. Therefore, its application is usually limited to a small

geographic domain where such information are available.

In summary, the preceding paragraphs highlighted that climatic conditions crucially

determine the windthrow probability of trees. It was shown that storm loss functions

based on relative thresholds of wind speed are superior to absolute approaches, especially

in the context of climate model simulations. Approaches including soil moisture and soil

temperature into the storm loss function were introduced and discussed.

4Relative extractable water refers to the amount of soil water available to the plant.
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3.2 Methodology

Based on the approaches and findings of the literature introduced in the previous sec-

tion, this section develops and refines a methodology to assess and compare windthrow

probabilities. In order to investigate the conditions for windthrow under future climate

conditions, this thesis makes use of regional climate simulations by regional climate mod-

els (RCMs). These models numerically solve differential equations, which describe the

fundamental laws of nature, in a three-dimensional grid space. Due to its comparably

high spatial resolution, the application of RCM-simulations is advantageous over resort-

ing to general circulation model (GCM) simulations, in the sense that RCMs better resolve

physical processes of relevance to the climate for a specific region – which is Germany in

the context of this thesis.

In general, RCMs are forced by large-scale climate information and simulate the cli-

mate over a restricted area, the model domain. This procedure is referred to as dynamical

downscaling (Warner , 2010). The forcing data are usually provided by a GCM or ret-

rospective reanalysis data. Projections of future climate change are assessed with RCMs

downscaling GCM output that was simulated under certain socio-economic greenhouse

gas emission scenarios, so called representative concentration pathways (RCPs) (Moss

et al., 2010). In addition, historical climate simulations under historical greenhouse gas

conditions are conducted to deduce climate change signals.

Future evolutions of climate conditions as simulated by climate models are subjected to

uncertainty. These uncertainties can be assessed by considering the climate projections of

an ensemble of simulations (Knutti et al., 2009). To systematically investigate uncertain-

ties, coordinated experiments have been designed to perform climate simulations under

standardized and comparable conditions. As such, the European branch of the WCRP

initiative CORDEX (EURO-CORDEX) was established. In this framework, multi-model

simulation ensembles with regional focus on Europe are compiled (Jacob et al., 2014;

Giorgi et al., 2009). Detailed information on the ensemble used in the context of this

dissertation is provided in Sec. 3.3.

The outcomes of the climate simulations are required for the application of the wind-

throw index proposed in this section. However, the development of this indicator neces-

sitates preliminary work on soil temperature and moisture, since both variables are not

provided as standard model output from RCMs via the data portals of the ESGF.

To this end, in Subsec. 3.2.1 the methodology how soil temperatures were approx-

imated from atmospheric temperatures is described. Based on precipitation and evap-

oration, Subsec. 3.2.2 elaborates on a proxy for the soil moisture content in those soil

layers relevant for root anchorage. Thereafter, Subsec. 3.2.3 proposes a windthrow index,

based on a measure indicating the exposure to adverse climate conditions, as well as a
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measure indicating the vulnerability to windthrow. Finally, the suggested methodological

approach is validated (compare Subsec. 3.2.4) and the applied robustness criterion is

introduced (compare Subsec. 3.2.5).

3.2.1 Soil Temperature Proxy

As indicated, soil temperature data are not routinely available. To bypass this circum-

stance, RCM output of REMO (REgional MOdel) (Jacob, 2001; Jacob and Podzun, 1997)

was used to establish a soil temperature proxy based on variables which are consistently

available for all RCM simulations over the EURO-CORDEX domain. The validity of this

approach builds upon the assumptions that, firstly, a proxy that correctly represents the

soil temperature at a certain depth in REMO also correctly reproduces the soil temper-

ature in another climate model, and secondly, that REMO correctly follows the physical

processes that drive soil temperature.

In REMO, the soil is implemented as a five layer scheme; their thickness from top to

bottom are 0.065m (D3), 0.254m (D4), 0.913m (D5), 2.902m (D), 5.700m (DCL) (Kot-

larski, 2007). Fig. 7 illustrates the relationship between atmospheric temperature (TAS)
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and the three upper soil layers (TD3, TD4, TD5) for an arbitrarily chosen grid point. It

can be seen that the most upper soil layer (TD3) closely reproduces the atmospheric tem-

perature signal close to the surface (TAS), while the temperature of the lower layer (TD5)

features a much lower degree of variability and temporally lags behind the atmospheric

signal. Since the upper 60 cm of soil are considered as the most important for root sta-

bility (Peltola et al., 1999b), this work regards the state of the second soil layer (TD4) as

the one which determines root stability. Therefore, the proposed temperature proxy is

calibrated to follow the temperature signal of this soil layer.

The temperature of a soil is determined by heat fluxes from its neighboring soil layers.

Heat fluxes in the soil are guided by two soil properties, thermal conductivity and heat

capacity (Liang et al., 2014). The thermal conductivity refers to the ability of the soil

to conduct heat. The heat capacity determines how much the soil temperature changes

if a certain amount of heat is added. Both parameters, heat capacity and heat conduc-

tivity, significantly depend on soil moisture (Abu-Hamdeh, 2003): A higher water content

increases the soil layer’s heat capacity as well as the thermal conductivity. The ESGF,

however, provides data on the soil water content only for the whole soil column and not for

all simulations contained in the investigated ensembles of climate simulations (compare

Subsec. 3.3.1). Hence, no specific information on the water content in the upper soil layer

is available. Therefore, the suggested soil temperature proxy is based on atmospheric

temperature only.

The proxy relies on a simple model that predicts the soil temperature from air tem-

peratures, as proposed by Hasfurther et al. (1972): The authors deduce soil temperature

based on the convolution of a weighting function (C(t)) and the atmospheric tempera-

ture records (Tatm(t)) during the days prior to the day whose soil temperature is to be

determined. Written in its integral form,

Tsoil(t) =
∫ 0

−∞

C(τ) · Tatm(t − τ) dτ (3)

it illustrates that the weighting function serves as a mechanism to linearly relate the soil

temperature at time t to the atmospheric temperature records during the previous days.

Hasfurther et al. (1972) show that the function C(t) can be calculated by performing a

fourier transformation (FT) on Eq. 3, followed by a rearrangement of the products and

an inverse FT. When F (·) represents the FT, and F −1(·) the inverse FT of the quantity

in brackets, the weighting function can be calculated from:

C(t) = F −1

(

F (Tsoil(t))

F (Tatm(t))

)

(4)

Based on this equation and on the time series of soil temperature and atmospheric
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temperature for the historical run and the evaluation run5 conducted with REMO2009,

the weighting function C(t) was calculated individually at each grid point over the EURO-

CORDEX domain. The FT and inverse FT were numerically solved with NumPy, a

fundamental package for scientific computing with Python that uses the efficient Fast

Fourier Transform algorithm (The SciPy Community, 2018). By substituting the results

for C into Eq. 3, the soil temperature proxy Tsoil(t) can be calculated at any given time

t from the time series of atmospheric temperature.

Fig. 8 illustrates the results for C at an arbitrary grid point indicating the soil tem-

perature at time t to be predominantly described by the atmospheric temperature of the

same day (t = 0) and the previous day (t = 1). The weight of the atmospheric tempera-

ture during the previous days (t ≥ 1) is substantially less. It is worth to note, that the

quantitative shape of the weighting function C is not unique to the chosen grid point, but

can be observed over the entire domain (not shown).

How realistic is the soil temperature proxy to represent „real-world“ soil temperature?

The analysis conducted in Appendix A.2 shows that the weighting function derived from

the historical simulation can also be applied to determine the soil temperature of the

evaluation simulation based on the evaluation’s atmospheric temperature, and vice versa.

This indicates that the mean of the two weighting functions calculated for each of the two

simulations can be applied to any other REgional MOdel (REMO) simulation, under the

assumptions listed above.

3.2.2 Soil Moisture Proxy

As true for the soil temperature, the climate data library of the ESGF does not provide

a variable which reflects the soil moisture content in the individual soil layers; only data

on the vertically integrated soil moisture content over the whole soil column is available

(Knist et al., 2017). The latter does not constitute a meaningful quantity in the context of

this research, since in praticular the soil layer of 0 to 60 cm is considered most important

for root anchorage (Peltola et al., 1999a).

For these reasons, a proxy indicator for changes in the soil moisture content in the

upper soil layer was developed. Due to the fact that soil moisture content in the layer

which is relevant for root anchorage is especially governed by heavy rainfall events during

or prior to storm events (Usbeck et al., 2010), the water added to and withdrawn from

the soil during the period prior to an extreme wind event is suggested as a reasonable

5The historical run refers to RCM simulations that are forced with the climate conditions simulated
by a GCM for the period 1950 to 2005. These runs are initiated from an arbitrary state of a quasi-
equilibrium control run, and will, therefore, only by chance match “really“ observed individual climate
events. The evaluation run refers to RCM simulations that are forced by ERA-Interim reanalysis data
over a historic period (often 1989 to 2008).



3.2 Methodology 25

heuristic indicator. In a sense, this represents an expansion of the discussed concept by

Braden et al. (2013), who use the total winter precipitation as an indicator for extreme

soil moisture.

To bypass the problem of data-availability, a relationship between the soil moisture

of the mesoscale Hydrologic Model (mHM) (Samaniego et al., 2010; Kumar et al., 2013)

and the precipitation-evaporation difference is established. The mHM is characterized by

two soil layers: One from 0 to 30 cm, and another from 30 to 180 cm soil depth. Since

the upper 60 cm of soil are considered most important for root anchorage (Peltola et al.,

1999a), the relationship was established for the soil water saturation of the upper-most

model soil layer, acknowledging, that the layer depth does not represent the full soil depth

of importance. The relationship was calculated based on the period 1970 to 1999.

In order to establish the proxy relationship for its application for the EURO-CORDEX

grid, the spatially higher-resolved mHM data was interpolated onto the coarser EURO-

CORDEX grid (from ~4 km spatial resolution to ~12.5 km resolution). Thereafter, the

same methodology as applied for the calculation of the soil temperature proxy was em-

ployed (compare Subsec. 3.2.1). Based on the assumption of a relationship between soil

moisture and the water added to or withdrawn from the soil, it is assumed that the rela-

tive moisture content of the soil, m(t), is based on the convolution of a weighting function,

D(t), and the water added or withdrawn from the soil W . In its integral form this reads:

M(t) =
∫ 0

−∞

D(τ) · W (t − τ) dτ (5)

In analogy to Eq. 3, D represents a weighting function that linearly relates the mois-

ture at time t to the water added to the system in the time steps τ ≤ t. Also in this case,

D is calculated with the help of a fourier transformation (FT) of the moisture and water

time series and its inverse:

D(t) = F −1

(

F (M(t))

F (W (t))

)

(6)

Based on this equation and on the time series of precipitation, evaporation and water

saturation of soil for the period from 1980 to 2010, D(t) was calculated individually for

each grid point. Again, the FT and inverse FT were numerically solved with NumPy (The

SciPy Community, 2018).

The weighting function D(t) was calculated individually at each grid point over the

EURO-CORDEX domain. Fig. 8 illustrates the results of D at two arbitrary grid

points, and shows the soil temperature at time t to be predominantly described by the
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Figure 9: Weighting function D(t) at two arbitrary grid points that relates the moisture
at time t1 to the water added to the system in the time stepst < t1.

precipitation-evaporation-difference during the last 30 to 60 days. The weight of the at-

mospheric temperature during the days before is significantly less. It is worth to note,

that the quantitative shape of the weighting function D(t) is not unique to the chosen

grid points, but can be observed over the entire domain. Therefore, for the calculation of

the weighting function the precipitation-evaporation difference during the 180 days before

the day for which the soil moisture proxy is to be determined was considered (t ≤ 180).

By substituting the results for D in Eq. 5, the water saturation of soil, M(t), can be

calculated at any given time t.

How realistic is the soil moisture proxy representing actual soil moisture? The soil

moisture proxy is based on the correlation between the past precipitation-evaporation-

difference, and present soil moisture content. In order to assess the quality of this tech-

nique, the proxy’s skill to correctly reproduce soil moisture is analyzed in Appendix A.3.

The analysis indicates that the proxy’s skill to reproduce soil moisture varies regionally.

3.2.3 Design of the Windthrow Index

Windthrow losses are often expressed as the mathematical product of predisposition and

exposure in the given context (compare Sec. 3.1). Hence, in analogy to the wind damage

function proposed by Lagergren et al. (2012), the risk index Ii for windthrow during

an event i is calculated from the exposure to adverse climatic conditions Ei and the
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predisposition to windthrow at the very location P :

Ii = P · (Ei
wind · Ei

soil moisture · Ei
soil temperature) (7)

It needs to stressed that the index design does not account for certain crucial windthrow-

determining variables (such as tree height), since losses also strongly depend on site-

specific efforts to prevent losses and other human interventions (Jönsson et al., 2013).

These could for example be guided by many factors such as personal preferences, wood

prices, legislation, economic considerations etc., and cannot be projected in the context

of a climate model simulation. Instead, more general factors that do not depend on

human preferences or managing methods are considered in the design of the windthrow

index. In this regard, the index is not meant to evaluate whether a certain climatic con-

dition actually leads to windthrow, but enables a comparison for the climatic conditions

of windthrow.

Based on the literature study conducted in Sec. 3.1, the following paragraphs, firstly,

refine how the individual climate variables (wind, soil moisture, soil temperature) con-

tribute to the exposure, and secondly, illustrate how the predisposition to windthrow for

application in Eq. 7 is quantified.

Exposure

In Eq. 7 the contribution of the climatic conditions to exposure is treated as the product

of the individual contributions of wind speed, soil moisture and soil state during the event.

With respect to wind speed, this thesis resorts to an approach, which models windthrow

to increase cubicly beyond a relative windspeed threshold (in accordance with Jönsson

et al. (2013) and Lagergren et al. (2012)):

Ei
wind =

(
vi − v98

v98

)3

(8)

The physical state of the soil moisture (frozen or non-frozen) has substantial in-

fluence on soil stability. Storm damage has been modeled to decrease by 30% during

frozen soil conditions (Lagergren et al., 2012). To reflect the fact, that storm damages

are already reduced when the soil layer is partially frozen, a decrease of the exposure was

implemented already between 0 and 1°C, assuming that this is the regime where parts of

the upper soil are already frozen. In this regard, Ei
soil temperature reads:

Ei
soil temperature =







1 if T i
soil > 1°C

0.7 + 0.3 · T i
soil if 0°C <T i

soil ≤ 1°C

0.7 if T i
soil ≤ 0°C

(9)
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Studies that determine the quantitative effects of soil moisture on the predisposition

of trees to windthrow are rare (Schindler et al., 2012). As indicated, no published data

on a critical level of soil moisture, beyond which the predisposition of a tree to windthrow

increases, exist (Panferov et al., 2009, 2010). Therefore, studies taking soil moisture into

account commonly apply rather arbitrary threshold values beyond which an impact on

the predisposition to windthrow is assumed6.

The soil moisture quantity considered in this dissertation is the water saturation of

soil, ranging from 0 to 1 (compare Subsec. 3.2.2). In the absence of reliable research

indicating a critical threshold of soil moisture, this thesis assumes windthrow damages to

increase once a value of 0.6 is exceeded (in accordance with Panferov et al. (2009, 2010)).

Following Kamimura et al. (2012), one can deduce that the turning moment needed

to overturn a tree can be more than halved by increasing the water content below the

root plate. Therefore, this work assumes the moisture related exposure to not impact the

total exposure below the chosen moisture threshold of mi ≤ 0.6, and to double the total

exposure if mi = 1. In analogy to Panferov et al. (2009, 2010), it is assumed that the

total exposure increases linearly in between. Hence, the moisture related exposure reads:

Ei
moisture =







1 if mi ≤ 0.6

1 + mi−0.6
0.4

if mi > 0.6
(10)

Predisposition to Windthrow

In the context of this dissertation, the predisposition to windthrow is assumed to be

determined by the site-specific characteristics tree species, soil type and soil depth. This

paragraph elaborates on how these characteristics contribute to the determination of

tree, soil type- and soil depth-specific vulnerability coefficients. The reason to neglect any

other parameters (e.g. tree height) is that these significantly depend on the applied forest

management and other human interventions, which can be driven by many factors such

as personal preferences, wood prices, legislation or economic considerations and cannot

be projected for the timescales considered in the context of a climate model simulation.

The predisposition-guiding factors – tree species, soil depth and soil type – cannot

be discussed in an isolated manner, since the stability of a tree is not a linear function

of these influencing variables, but depends on interactions between those. Nevertheless,

the following paragraphs describe the effects of these variables individually, but highlight

correlations to the other variables.

6The authors of Panferov et al. (2009, 2010) for example assume that damages occur beyond 0.6 of
the relative extractable soil water; Braden et al. (2013) for example assume that damages occur beyond
a winter precipitation sum (defined as precipitation after October 1st) above 150mm.
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Different tree species have different genospecific characteristics, such as a specific root-

and crown architecture or wood stability. Coniferous trees are characterized by a de-

sign that is more prone to windthrow than deciduous trees, as shown by several studies

(Dobbertin, 2002; Kropp et al., 2009; Lanquaye, 2003). During the winter storms Vivian

(in February 1990) and Lothar (in December 1999), pure conifer stand and stands with

more than 50% of coniferous trees were observed to be more likely damaged than oth-

ers (Dobbertin, 2002). This was confirmed by Schmidt et al. (2005), who investigated

the likelihood of windthrow of different tree species during Lothar. However, anchorage

comparisons among species are not trivial, due to correlation to physical soil properties

(Nicoll et al., 2006).

The soil type is very important for tree stability under wind loads (Dobbertin, 2002).

Its mechanical characteristics significantly influence the stability of the root plate within

the soil, and set the boundary conditions for genospecific root development. These char-

acteristics vary among soil types and can be very species dependant. For Sitka spruce,

for example, tree-pulling experiments have shown 50% higher rates of windthrow for trees

growing on deep peats than for trees growing on gleyed mineral soils (Nicoll et al., 2006).

Most studies7 find increased windthrow rates on soils that allow only for comparably

low rooting depths (Dobbertin, 2002). Nicoll et al. (2006) found the uprooting of spruces

to require 10 to 15% higher forces if the rootable soil depth amounts to more than 80 cm

compared to spruces growing on a rootable soil depth below 80 cm. The rootable depth

can be restricted by either solid rock or a permanent high standing water table. On

shallow rootable soil depth (i.e. < 80cm), spruces commonly develop a shallow plate-like

rooting system (Mitscherlich, 1981), which is more prone to uprooting. In order to account

for the differences in the predisposition to windthrow due to species, this work relies on

existing literature. Lagergren et al. (2012) quantitatively specify how vulnerable the trees

in a cohort are to wind, neglecting factors such as other trees, patches or topography.

The authors suggest species-dependent vulnerability coefficient of 1.0 for Norway spruce,

0.5 for Scots pine and 0.1 for the remaining species. These constants indicate that the

vulnerability of Scots pines amounts half the vulnerability of Norway spruces. In order

to disentangle the tree category remaining species, this thesis relies on the findings of

Kohnle and Gauckler (2003), who have analyzed the vulnerability for beech, oak and

other deciduous tree species by analyzing storm damages of the 1999 storm Lothar in the

South-West of Germany. The study concludes a vulnerability of 16%, 20% and 6% of the

7Some studies identified positive correlations between soil depth and windthrow probability (e.g.
König, 1995; Dobbertin, 2002). König (1995) argued this observation is probably due to the fact that
deep soils are commonly found on soils with high clay content. High levels of precipitation prior to the
occurrence of extreme wind speeds have the potential to significantly reduce the rooting stability on
these cohesive soils. Therefore, a positive correlation between windthrow and soil depth in these studies
is probably the result of multicolinearity of the independent variables (König, 1995).
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Species Soil type
Soil depth

Species Share
<0.8m >0.8m

Spruce

A 1.06 0.91

25.4%
B 1.17 1.04
C 1.09 0.95
D 0.97 0.80

Pine
A 0.49 0.51

22.3%
B/C/D 0.50 0.50

Beech A/B/C/D 0.16 15.4%
Oak A/B/C/D 0.20 10.4%

Other A/B/C/D 0.06

Table 1: Determined vulnerability coefficients of different tree species depending on soil
depth and soil type (A: freely draining mineral soils, B: gleyed mineral soils, C: peaty
mineral soils, D: deep peats) and the share of the respective tree species in Germany
(Thünen Institut, 2012)

respective tree species in comparison to Norway spruce.

These results provide a general intuition about vulnerability differences between differ-

ent species. To further account for soil depth and soil type, this work makes use of species-

and soil-specific anchorage coefficients as employed in ForestGALES (Forestry Commis-

sion and Forest Research, 2015), a hybrid mechanistic-empirical model for windthrow. For

the purpose of this model, anchorage coefficients are determined for different soil depths,

soil types and tree species, based on a database of tree-anchorage measurements compiled

by Nicoll et al. (2006): Here, the product of the anchorage coefficients (c) and the weight

of the bole of the tree (m) determines the critical turning moment for overturning of a

tree: Mcrit = c · m (Forestry Commission and Forest Research, 2015).

It is not meaningful to deduce vulnerabilities of different tree species by comparing

their assigned anchorage coefficients within the ForestGALES model, since the weight of

the tree’s bole (m) is determined by species-specific properties, such as typical diameters

and tree heights. Nevertheless, the soil depth- and soil type-dependent coefficients can be

exploited to estimate deviations from the purely species-dependent vulnerability coeffi-

cients as deduced by Kohnle and Gauckler (2003) and Lagergren et al. (2012). Appendix

A.1 illustrates how their work enables to determine vulnerability coefficients with respect

to two different soil depths (< 0.8 m, > 0.8 m) and four different soil types (A: freely

draining mineral soils, B: gleyed mineral soils, C: peaty mineral soils, D: deep peats).

The soil type- and soil depth-specific vulnerability coefficients for the five species

categories spruce, pine, beech, oak and other are shown in Tab. 1. Please note that the

four considered species sum up to almost 75% of the forest area in Germany (compare

Tab. 1) and include those species most vulnerable to windthrow.
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Figure 10: Resolution of latest Federal Tree Inventory (Thünen Institut, 2012). The
applied grid has a resolution of at least 4 km x 4 km; in some federal states the grid is
characterized by higher spatial resolutions.

It needs to be emphasized that the influence of differences in the rootable soil depth

and soil type on vulnerability can only be included for the two coniferous species, spruce

and pine, since the literature on tree-pulling experiments provide coefficients for coniferous

trees only (Forestry Commission and Forest Research, 2015). Since coniferous trees are

significantly more vulnerable to windthrow and dominate almost 50% of the German forest

area (compare Tab. 1), this limitation is not assumed to have a pronounced influence on

the results.

Finally, an average predisposition to windthrow was calculated at the spatial resolution

of at least 4 x 4 km resolution, triggered by the resolution of the Federal Tree Inventory

(compare Fig. 10), which is containing spatial information on the shares of tree species

(Thünen Institut, 2012). Thus, the predisposition to windthrow P in a domain i was

calculated based on the share λi(σ) of each species σ, and the respective depth- (δ) and

soil-type- (τ) dependent predisposition p(σ, τ, δ):
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P i =
∑

σ

λi(σ) · p(σ, τi, δi)

3.2.4 Validation

Before applying the suggested methodology, its validity is to be investigated. In order to

quantify how realistic the index represents actual conditions for windthrow, it is to be

investigated whether the index based on the ensemble of RCM simulations matches with

an index based on observational data. To this end, a comparison to ERA-Interim reanal-

ysis was conducted. Moreover, it is to be tested whether the suggested windthrow index

is able to capture the likelihood of windthrow of observed individual historical windthrow

events. In this regard, the windthrow index was tested against observed damage during

winter storm Kyrill.

How realistic is the index representing actual conditions for windthrow?

In Fig. 11 the results of the calculated windthrow index for the median of the EURO-

CORDEX ensemble of the historical reference simulation (23 member, compare Sec. 3.3)

are compared to the calculated windthrow index based on ERA-Interim. The comparison

quantifies how well the simulated climate matches with observed conditions for windthrow:

It can be observed that both indices substantially differ. The following paragraphs illus-

trate that the previous observation relates to the differences of the upper (low probability)

tails of the wind speed probability distribution of the reanalysis data and the climate sim-

ulation ensemble.

The windthrow index is largely determined by the wind climate, as only those events

feed into the calculation which exceed the 98th percentile of historical wind speed8. There-

fore, the exposure to adverse wind conditions

Ewind =
∑

i

((vi − v98)/v98)
3 ∀vi > v98

between the historical simulation of the EURO-CORDEX simulation ensemble and ERA-

Interim was compared. Fig. 12 illustrates pronounced deviations between the EURO-

CORDEX simulation ensemble and ERA-Interim. In most parts of Southern Germany,

the simulation ensemble substantially underestimates the exposure to adverse wind condi-

tions, while in most parts of Northern Germany, the ensemble substantially overestimates

the exposure to adverse wind conditions. The reason for these differences relates to the

formulation of exposure in the index design, which is substantially influenced by events

of very low probability. For the illustration of this argument, the probability distribution

8Note that the differences between the indices are primarily due to the exposure to adverse climatic
conditions E, since the predisposition P is identical for both index calculations.
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Figure 11: Relative difference of the
windthrow index (I, compare Eq. 7) be-
tween the median of the EURO-CORDEX
ensemble (IEns) and ERA-Interim (IERA):
(IEns−IERA)/IERA. The index resolution is
determined by the resolution of the predis-
position to windthrow (compare Fig. 10).
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Figure 12: Relative difference of the ex-
posure to adverse wind conditions (Ewind,
compare Eq. 8) between the median of
the EURO-CORDEX ensemble (EEns

wind) and
ERA-Interim (EERA

wind ). Detailed information
on the ensemble is provided in Tab. 2.

(P (∆v)) of wind speeds exceeding the 98th percentile of maximum daily wind speeds

(∆v = (v − v98)/v98) for two chosen case study areas (R1 and R2; highlighted in Fig. 12)

are compared (Fig. 13). At first sight, the two probability distribution of the two areas

(R1 and R2) do not substantially deviate from each other and appear to behave accord-

ing to typical extreme value distributions (such as the Poisson distribution). However,

the tails (compare zooms in the upper sub-figures of Fig. 13) reveal decisive differences.

The lower sub-figures of Fig. 13 illustrate that these differences in the upper tails of

the probability distribution exert substantial influence on the exposure due to its cubic

shape (Ewind = (∆v)3 · P (∆v)), and, thus, cause the observed differences in the exposure

between ERA-Interim and the ensemble. In case of the area R1, the deviations in the

upper tails lead to a windthrow index value of the reanalysis data which is substantially

higher than the ensemble’s index, while for area R2 the opposite is the case.

The conducted analysis illustrates that single events of extraordinary strong wind

speeds bear the potential to dominate the outcomes of the index calculation. This is
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Figure 13: Explanation on the differences between the exposure to adverse climatic con-
ditions based on the EURO-CORDEX simulation ensemble (detailed information can be
found in Tab. 2) and ERA-Interim in the two case areas R1 and R2 (compare Fig. 12).
Top figures show the probability distribution beyond 98th percentile of wind speeds. The
bottom figures show the related exposure (Ewind). The graphs illustrate that small devia-
tions in the upper tails of the probability distributions can substantially affect exposure.

even the case when a period of 30 years – typically considered as being representative for

climatic conditions (World Meteorological Organization (WMO), 2019) – is considered.

This is due to the fact that even during such long-terms period some regions can experience

an extreme wind event with a return periods of more than 30 years, while others do not. It

needs to be stressed that the ensemble comprises 23 different simulations of the historical

climate, which means that each individual simulation is representative for the historical

climate conditions but are not forced by any actually observed historical climate data.

Hence, during the 30 year simulation period, some simulations experience wind events

with return periods beyond 30 years, while others do not. Therefore, the windthrow

index of the EURO-CORDEX simulation ensemble is based on a smoother probability

distribution in the upper (low probability) tail compared to the ERA-Interim based index.

In consequence, it remains unclear whether the period analyzed by the ERA-Interim

data simply experiences an overproportional high occurrence of events of high return pe-

riods in case study area R2, and an overproportional low occurrence in R1, or if the

ensemble fails to correctly simulate historical extreme wind statistics. Overall, the ob-

served differences of the windthrow indices aggravates an interpretation of considering
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the ensemble median of the historical scenario as representative for observed historical

climate conditions (with respect to extreme wind statistics).

Is the suggested windthrow index able to capture the probability of wind-

throw occurrences of observed individual historical windthrow events?

Validating whether a windthrow index correctly reproduces tree damages occurring during

specific climatic events is inherently difficult, as it requires a variety of information: (a)

comprehensive surveys on the damage, (b) data on the prevailing climatic conditions, and

(c) knowledge on the characteristics of the forest during the event (Hale et al., 2015).

Such information are only seldom or insufficiently accessible. Validating the proposed

index is even more difficult, since information being crucial for windthrow risk (e.g. tree

height or forest management schemes) are not included in the index design due to the fact

that such information are neither available nor are potential future changes predictable.

The index can rather be interpreted as an indicator for windthrow-facilitating conditions.

Despite these difficulties, the capability of the developed index was tested against the

windthrow documented during winter storm Kyrill (occurring in January 2007). Windthrow

during Kyrill was comprehensively documented for selected geographical areas in North

Rhine-Westphalia (Franken et al., 2013). The prevailing weather conditions during the

storm can be deduced from meteorological observations. The forest inventory (Thünen

Institut, 2012) adds information on the characteristics of the forest (with respect to the

tree species).

Based on these information, the windthrow index was determined for January 18th,

2007 (the day when the majority of windthrow damage occurred during Kyrill), in order

to validate the actually observed windthrow to the windthrow conditions according to the

windthrow index. The index was calculated based on three RCM simulations dynamically

downscaling the ERA-Interim reanalysis (compare Figs. 14 a-c). Only for these three

RCM simulations the four necessary climate variables are accessible through the ESGF

for a period of at least 30 years (which is required to deduce the 98th percentile of

maximum daily wind speeds).

Figs. 14 (a-c) illustrate that the calculated windthrow index largely overlaps with

the areas for which damages have been documented in the course of Kyrill in North

Rhine-Westphalia. However, the RCA4 simulation reproduces a comparably weak index

signal. In addition to the damages in North Rhine-Westphalia, the windthrow indices

calculated based on REMO and RACMO indicate windthrow of almost similar severity

as in North Rhine-Westphalia for also other parts of Germany, such as the Harz, the

Thuringian Forest, Saxony-Anhalt, Saxony and the Bavarian Forest. Since no compre-

hensive documentation of windthrow were conducted for these areas, it is difficult to

evaluate whether the index outcome for these areas reflects the conditions for windthrow
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during Kyrill. However, news reports on the occurrence of electricity grid interruptions

in these regions indicate the occurrence of windthrow also in these regions: 150,000 cus-

tomers were affected by windthrow-induced grid interruptions in Brandenburg, Saxony

and Saxony-Anhalt (N-tv, 2007); further outages of unspecified scale occurred in Bavaria

(Leuschner , 2007), and the Thuringian Forest (Süddeutsche Zeitung, 2010). However, as

damages have not been documented by authorities and media coverage has been less com-

prehensive, it is reasonable to assume that windthrow in these regions was less pronounced

than in North-Rhine Westphalia.

In this context, it needs to be recalled that the index is not designed to reproduce

damage, but to capture the likelihood for damage under identical boundary conditions (i.e.

that the same management techniques were applied and the same tree heights prevailed).

Further, deviations of the calculated index from observed windthrow could also relate to

the fact that a dynamical downscaling of ERA-Interim does not necessarily reproduce the

same dynamics as observed.

Despite these limitations, the illustrated results indicate that the proposed windthrow

index has the potential to correctly reproduce windthrow damage. For a more refined

validation, it would be helpful to compare the index to other storm events with docu-

mented damages. However, due to data availability this is currently out of the scope of

this thesis.

3.2.5 Robustness test

For each of the two EURO-CORDEX simulation ensembles (RCP4.5 and RCP8.5), the

median climate signal of the windthrow index was determined. Choosing median instead

of mean values ensures outliers to not impact the results too strongly. The robustness

of this climate change signal was tested with a two-step robustness test (Pfeifer et al.,

2015; Jacob et al., 2014; Tobin et al., 2014). Accordingly, robustness is defined as a

combination of model agreement and the significance of the individual projections, as

further elaborated on in the next paragraph.

Firstly, the model agreement is tested by checking whether a certain specified num-

ber of climate projections of the ensemble members agree on the direction of the climate

signal. In the context of (small) climate model simulation ensembles a threshold of 66%

of the simulations is commonly employed (Pfeifer et al., 2015; Jacob et al., 2014; Tobin

et al., 2014). This – in comparison to other disciplines – relatively low threshold criterion

relates to the small number of ensemble members, as already the deviation of a few simu-

lations causes test failure in case a more strict threshold was applied (Pfeifer et al., 2015).

Secondly, the climate change signal of every ensemble member is tested for significance

by applying the so-called U-test, often also referred to as Wilcoxon-Mann-Whitney test
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(a) Windthrow index based on
RACMO22E downcaling of ERA-Interim:
Germany (left) and zoomed into Kyrill
hot spot (right) on January 18th, 2007.
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(b) Windthrow index based on RCA4
downcaling of ERA-Interim: Germany
(left) and zoomed into Kyrill hot spot
(right) on January 18th, 2007.
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(c) Windthrow index based on
REMO2009 downcaling of ERA-Interim:
Germany (left) and zoomed into Kyrill
hot spot (right) on January 18th, 2007.

Figure 14: Documented windthrow during winter storm Kyrill (black) versus the results
of the windthrow index calculation based on three different RCMs forced by ERA-Interim.
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(Pfeifer et al., 2015). This statistical test checks, whether two samples are either drawn

from the same population, or significantly deviate from one another (Mann and Whitney,

1947). In analogy to Pfeifer et al. (2015) and Jacob et al. (2014), a significance level of

85% was used.

Hence, in this work a climate change signal is considered robust, when 66% of the

ensemble members agree on the direction of change with a significance level of 85%. With

respect to robustness, two issues need to be considered: Firstly, significance levels of a

climate change signal between a mid-21st century period (2040 to 2069) and a historical

period (1970 to 1999) are in general smaller in comparison to analyses that investigate

periods at the end of the 21st century. The robustness tests conducted by Pfeifer et al.

(2015) for example illustrate (for the specific case of the 95th percentile of daily winter

precipitation) that only in a few regions a robust climate signal is identified for the

period 2031 to 2060, while – in contrast – robustness is determined over a majority of

regions in a later period (2061 to 2090). Secondly, it needs to be mentioned that this

thesis investigates climate extremes, which – by definition – occurr rather seldom: In the

proposed windthrow index design only events beyond the 98th percentile of daily maximum

wind speeds contribute to the calculation of the index. Therefore, the sample of data in a

30 year time series comprises only about 220 events per grid box. This comparably small

sample leads to higher uncertainties and reduced levels of robustness.



3.3 Data 39

3.3 Data

Future climate conditions as simulated by climate models are subjected to uncertainty.

As outlined in Sec. 3.2, the EURO-CORDEX initiative compiles multi-model simulation

ensembles with regional focus on Europe (Jacob et al., 2014), to assess and quantify

uncertainties. The climate projections analyzed in the context of this chapter are based

on the two representative concentration pathway RCP4.5 and RCP8.5. These refer to

socio-economic scenarios characterized by an anthropogenic radiative forcing of 4.5 W/m2

and 8.5 W/m2 by the end of the 21stcentury (van Vuuren et al., 2011). These forcings

relate to concentration of 650 ppm and 1370 ppm of CO2-equivalents, respectively. While

the anthropogenic radiative forcing of the two scenarios does not differ substantially at

the beginning of the century, they substantially differ from each other in the analyzed

period (2040 to 2069) on the order of about 1 to 3 W/m2(van Vuuren et al., 2011).

In Subsec. 3.3.1 the EURO-CORDEX ensemble and further climate data employed

for the analysis are described. In Subsec. 3.3.2 information on the sources of information

for tree species and soils are provided.

3.3.1 Climate data and climate change information

In the context of this thesis 40 RCM simulations, covering two different RCPs, were

accounted for the index calculation (compare Tab. 2). All RCP8.5 and RCP4.5 EURO-

CORDEX simulations available at the instant of ensemble composition (September 2018)

were considered (23 RCP8.5 members, 17 RCP4.5 members).

The RCP8.5 ensemble comprises 7 different RCMs (10 different RCM versions) which

are forced by 8 different GCMs (11 different realizations). The RCP4.5 based ensemble

comprises 6 different RCMs (7 different RCM versions) which are forced by 5 different

GCMs (9 different realizations). For each ensemble member (listed in Tab. 2), the 2 m

temperature, precipitation, evaporation and maximum wind speeds at 10 m height on a

daily temporal resolution were retrieved from the ESGF. The spatial resolution of the

RCM simulations is roughly 12.5 km (0.11°).

In order to conduct the proxy calculation of soil temperatures (compare Subsec. 3.2.1),

the soil temperature of the second soil layer (TD4) of the historical and the evaluation

experiments of REMO2009 (realization 1) were retrieved directly from the modeling center

(Climate Service Center Germany (GERICS)). For the validation of the index against

observational records, ERA-Interim reanalysis from the European Centre for Medium-

Range Weather Forecasts (ECMWF) is used (Dee et al., 2011).

For the comparison of the index to observed windthrow during Kyrill, RCM simu-

lations downscaling ERA-Interim reanalysis of three different RCMs (KNMI-RACMO,

RCA4, REMO2009) were retrieved from the ESGF. The documented forest damages
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RCP4.5 RCP8.5 Driving GCM (realization) RCM (version)

x x EC-EARTH (1) KNMI-RACMO (1)
x x HadGEM2 (1) KNMI-RACMO (2)
x x EC-EARTH (12) KNMI-RACMO (1)
x x CNRM-CM5 (1) CCLM4-8-17 (1)
x x EC-EARTH (12) CCLM4-8-17 (1)
x x HadGEM2 (1) CCLM4-8-17 (1)
x x MPI-ESM (1) CCLM4-8-17 (1)
x x MPI-ESM (1) REMO2009 (1)
x x MPI-ESM (2) REMO2009 (1)
x x CNRM-CM5 (1) RCA4 (1)
x x EC-EARTH (12) RCA4 (1)
x x IPSL-CM5A (1) RCA4 (1)
x x HadGEM2 (1) RCA4 (1)
x x MPI-ESM (1) RCA4 (1a)
x x IPSL-CM5A (1) WRF331F (1)
x x EC-EARTH (3) DMI-HIRHAM5 (1)
x x NCC-NorESM1 (1) DMI-HIRHAM5 (2)

x HadGEM2 (1) DMI-HIRHAM5 (1)
x CanESM2 (1) REMO2015 (1)
x MIROC5 (1) REMO2015 (1)
x EC-EARTH (12) REMO2015 (1)
x CNRM-CM5 (1) REMO2015 (1)
x HadGEM2 (1) REMO2015 (1)

Table 2: Overview of the RCM climate simulations over the EURO-CORDEX domain
employed in this study. The crosses (’x’) in the first and second column indicate the
simulations considered in the RCP4.5 and the RCP8.5 ensemble.

caused by Kyrill (Franken et al., 2013) were provided by the federal state office for forest

and wood of North-Rhine Westphalia (Landesbetrieb Wald und Holz NRW ).

3.3.2 Tree species and soil data

The quantification of the predisposition of windthrow was based on information of tree

species and soil. In Germany, the share of tree species at a certain location is regularly

documented in Federal Tree Inventories. The latest inventory from 2012 is provided

by Thünen Institut (2012). Herein, Germany’s forests are subdivided into more than

20,000 quadratic domains of 150 m lateral length (Bundesministerium für Ernährung

und Landwirtschaft BMEL, 2019). The applied grid has a resolution of at least 4 km

x 4 km; some federal states have chosen to apply higher grid resolutions (compare Fig.

10). For each of these domains, the Federal Tree Inventory distinguishes between six

different coniferous and 19 deciduous species. These species were allocated to the five
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Figure 15: Rootable soil depth (German: Physiologische Gründigkeit) on 1:250,000 spatial
resolution (left), and on the resolution (4 km x 4 km) of the latest Federal Tree Inventory
(right) .

tree categories vulnerability coefficients were estimated for (compare Subsec. 3.2.3).

For most parts of Germany, soil type classifications on a resolution of 1:200,000

(BUEK200) from the webportal of the Federal Institute for Geosciences and Natural

Resources were employed (Bundesanstalt für Geowissenschaften und Rohstoffe, 2015).

In total, Germany is subdivided into 55 different BUEK200 domains; for five of these

domains (CC6318, CC6326, CC7126, CC8734, CC8726) data were not accessible (as of

28.03.2018). In order to cover these areas, a coarser datasat at the resolution of 1:1,000,000

(BUEK1000) was used (Stegger and Vinnemann, 2013).

Tree vulnerability coefficients differentiate between four different soil types (A: freely-

draining mineral soils, B: gleyed mineral soils, C: peaty mineral soils, D: deep peats).

Therefore, the dominant soil types according to the subdivision into the four different soil

types was determined for each domain of the Federal Tree Inventory (compare Appendix

A.4).

Information on soil depth were collected from the Federal Institute for Geosciences and

Natural Resources. These are resolved at a scale of 1:250,000 (BGR, 2015). Analogous

to the soil type classification, the mean soil depth was determined for each domain of the

Federal Tree Inventory. Fig. 15 illustrates the differences between the original data set on

1:250,000 resolution compared to the processed data set on the resolution of the Federal

Tree Inventory.
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3.4 Results

The following subsections illustrate the results of the application of the developed wind-

throw index methodology. The given climate change signals are based on the climate

during the period 2040 to 2069 compared to the climate during the reference period 1970

to 1999.

In the subsections 3.4.1, 3.4.2 and 3.4.3 relative changes in the occurrence of extreme

wind speeds, soil temperature conditions, and the water saturation of soil are analyzed.

The geographically varying predisposition to windthrow calculated based on species, soil

type and -depth is illustrated in Subsec. 3.4.4. In Subsec. 3.4.5 results for the windthrow

index calculations are shown, and the individual contribution of wind, moisture and tem-

perature with respect to the climate change signals is illustrated.

3.4.1 Wind climate

Climate change induced alterations in the conditions of extreme wind speeds can be a

main source for a decreased or increased occurrence of windthrow. Fig. 16 illustrates the

ensemble median of the 98th percentile of maximum daily wind in the historical reference

simulation period covering 1970 to 1999. In the Figs. 17 (a) and (b) the ensemble median

change of the occurrence of extreme wind speed are illustrated for the RCP4.5 and RCP8.5

scenario . The shown results fail the robustness test (compare Subsec. 3.2.5) for (almost)

all grid points. Multi-decadal variability of cyclone activity (compare Subsec. 2.6.1) could

constitute the main reason for low levels of robustness. These findings substantiate the

challenge to project robust regional climate change signals of the occurrence of extreme

wind speed.

According to the ensemble median of the RCP4.5 scenario, occurrences of events

with extreme wind speed are projected to increase over Baden-Württemberg, Rhineland-

Palatinate, Hesse, the North of Bavaria and the West of Schleswig-Holstein, primarily

in the range of 2 to 10%. Decreases on the same order of magnitude are projected, for

example, for some southern parts of Bavaria, Saxony-Anhalt and Saxony. In case of

the RCP8.5 scenario, increases of up to between 10 to 18% are simulated in the North-

East of Bavaria, Thuringia and the North Sea-shore of Schleswig-Holstein. Overall, the

shown results illustrate a spatially heterogeneous climate change signal of the occurrence

of extreme wind speeds, mostly characterized by low levels of robustness.

3.4.2 Soil Temperature Proxy

Soil frost increases the tree root stability during stormy conditions. Hence, a decrease

of soil frost conditions due to climate change leads to more favorable conditions for
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Figure 16: Ensemble median 98th per-
centile of maximum daily wind in the his-
torical reference simulation for the years
1970 to 1999.
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Figure 17: Relative changes in the occurrence of extreme wind speeds (98th percentile)
comparing the ensemble median of the RCP4.5 (a) and RCP8.5 (b) scenario (for the
years 2040 to 2069) to the ensemble median of the historical reference (for the years 1970
to 1999). Hatched areas indicates robustness (66% agreement, 85% significance; Note:
criterion is fulfilled at one grid point of RCP8.5 only).
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windthrow. The temperature of the upper soil layer was approximated from the at-

mospheric temperature of the respective climate simulation (compare Subsec. 3.2.1).

During the historical reference period, soil frost is simulated to occur predominantly over

mid-range mountain areas (roughly in the range of 15 to 30% of days with frozen soil

conditions annually) and the German Alps (up to 40 to 50%) (compare Fig. 18). The

shares in the remaining parts of Southern Germany mostly amount to between 10 to 20%;

while for the majority of the North-West of Germany a ratio between 5 to 10% can be

observed; the North-East is to a large extent characterized by a ratio of 10 to 15% over

the year.

Figs. 19 (a) and (b) quantify the absolute change of days with frozen soil for the

RCP4.5 and RCP8.5 scenario by the middle of the 21st century (2040 to 2069) in compar-

ison to the reference period (1970 to 1999)9. The results reveal for both RCP scenarios

an absolute decrease in the share of days with frozen soil; most pronounced over those

regions characterized by comparably high shares of frozen soil states in the reference pe-

riod (mid-range mountain areas and the German Alps). For RCP4.5 scenario, absolute

decreases in those regions are mostly on the order of 6 to 10%. In case of the RCP8.5

scenario, absolute decreases are slightly higher in the range of 8 to 12%.

Decreasing shares of frozen soil states lead to increasing occurrences of soil tempera-

ture conditions favoring windthrow. However, only those soil conditions are of relevance

for windthrow which coincide with (sufficiently) strong wind speeds. Therefore, and due

to the fact that storm conditions primarily occur during the autumn and winter seasons

(compare Subsec. 2.6.1), the share of storm events which occur during frozen soil condi-

tions is likely to show a more pronounced climate change signal, than the share of days

with frozen soil conditions over the course of a year.

This is verified by the illustration of the proportion of extreme wind conditions that

occur during frozen soil conditions Ishown in Figs. 21 a and b). In the mid-range mountain

areas and in Southern and Eastern Germany in general, frozen soil states during events

with extreme wind conditions are reduced more markedly, than the annual average of

frozen soil states (Figs. 19 a and b). While for the RCP4.5 (RCP8.5) scenario, the

decrease of frozen soil states (in the mid-range mountain areas) amounts to a maximum

of 12% (14%), the absolute decrease of simultaneous occurrences of extreme wind events

with frozen soil states amounts up to 30% (30%).

The share of grid points characterized by robust climate change signals of soil state

conditions during extreme wind events is notably smaller in comparison to the state of

9In this context, the chosen representation in absolute terms is chosen instead of a relative represen-
tation, since the historical basis of frozen soil shares regionally varies substantially (compare Fig. 18).
In consequence, a pronounced relative reduction at a grid point of insignificant historical share of frozen
soil days (e.g. close to the North Sea) very likely does not substantially influence windthrow.
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Figure 18: Ensemble median share of days
with frozen soil state in the historical refer-
ence simulation for the years 1970 to 1999.
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Figure 19: Absolute reduction of the share of days with frozen soil state comparing the
ensemble median of the RCP4.5 (a) and RCP8.5 (b) scenario (for the years 2040 to 2069)
to the ensemble median of the historical reference (for the years 1970 to 1999). Hatched
areas indicate robustness (66% agreement, 85% significance).
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Figure 20: Ensemble median share of wind
events with frozen soil state in the histori-
cal reference simulation for the years 1970
to 1999.
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Figure 21: Absolute reduction of the share of wind events with frozen soil state comparing
the ensemble median of the RCP 4.5 scenario (for the years 2040 to 2069) to the ensemble
median of the historical reference (for the years 1970 to 1999). Hatched areas indicate
robustness (66% agreement, 85% significance).
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Figure 22: Ensemble median water satu-
ration of soil during conditions of extreme
wind events in the historical reference sim-
ulation for the years 1970 to 1999.
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Figure 23: Relative changes of the water saturation of soil during extreme wind events
comparing the ensemble median of the RCP scenarios (for the years 2040 to 2069) to the
ensemble median of the historical reference (for the years 1970 to 1999). Hatched areas
indicate robustness (66% agreement, 85% significance).
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the soil over the course of the full 30-year period. This can be explained, by a reduced

sample size, when the events of extreme wind conditions are analyzed only (especially at

grid points of rather weak climate change signals).

As a remark: in comparison to the results of the predisposition of trees to windthrow

(see Subsec. 3.4.4), the projected reductions of frozen soil conditions experience most

pronounced absolute changes over those regions characterized by a comparably high pre-

disposition to windthrow (e.g. most mid-range mountain areas). Consequently, increasing

soil temperatures have an amplifying effect on windthrow in particular in these vulnerable

regions.

3.4.3 Soil Moisture Proxy

High shares of soil moisture lead to decreasing tree root stability during stormy conditions.

Hence, an increase in the soil water content due to climate change may lead to an increase

of windthrow probability. As elaborated in Subsec. 3.2.2, the soil moisture of the upper

soil layer was approximated from a relationship between the water saturation of the soil

(modeled by an hydrological model) and the precipitation-evaporation difference.

During the historical reference period, the upper-most soil layer (0 to 30 cm) was found

to be rather saturated with water during conditions of extreme winds (compare Fig. 22).

Over most regions, the ensemble median water saturation of soil amounts between 90

to 100%. However, especially over the East of Germany, soil moisture content is less,

amounting just 70% at some locations.

According to climate projections, soil moisture is projected to slightly increase over

certain regions such as the East and South of Germany during conditions of extreme

wind speed (compare Fig. 23). Both climate projection scenarios (RCP4.5 and RCP8.5)

indicate increases of soil moisture, mostly on the order of 1 to 3%; however, in case of

the RCP8.5, these can amount up to 9% at some grid points over Eastern Germany.

Decreasing soil moisture content during extreme wind conditions on the order of 1 to 3%

are projected only rarely over the North and North-East of Germany.

3.4.4 Predisposition to Windthrow

Besides the meteorological conditions during a storm, the vulnerability of a tree to be

adversely affected by these conditions determines whether windthrow occurs or not. In

the context of this thesis, the predisposition to windthrow was determined based on the

site-specific characteristics tree species, soil type and soil depth (compare Subsec. 3.2.3).

As shown, the major determinant for the resulting predisposition is the tree species, while

the soil type and the soil depth are rather second-order influencing factors. Accordingly,

the calculated predispositions (compare Fig. 24) particularly reflects the distribution
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Figure 24: Vulnerability coefficients (predisposition to windthrow) of tree populations
over Germany (compare Subsec. 3.2.3) visualized on the spatial resolution of at least
4 x 4 km (in some federal states the Federal Tree Inventory is conducted on a higher
resolutions, compare Subsec. 3.3.2).

of vulnerable tree species. Hence, comparably high values of around 0.75 to 1.25 are

observed for areas with high shares of spruce tree populations, which are primarily located

in the mid-range mountain areas (such as the Blackforest, the Harz and the Ore mountain

ranges). Values around 0.25 to 0.75 (determined e.g. over the Northern lowlands) either

indicate high shares of pines or a mixture of spruce, pine and less vulnerable tree species;

while values below 0.25 (e.g. over the Saarland, North-Rhine-Westphalia and Schleswig-

Holstein) result from high shares of tree species less vulnerable to windthrow, such as

beach and oak.
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Figure 25: EURO-CORDEX ensemble median windthrow index of the historical reference
simulation for the period 1970 to 1999.

3.4.5 Windthrow Index

The climate variables maximum daily wind speed, soil temperature and soil moisture de-

termine the potentially windthrow-favoring conditions to which trees are exposed. In

combination with the predisposition to windthrow, these variables determine the pro-

posed windthrow index calculation (compare 3.2.3). The result of the windthrow index

calculation for the reference period is illustrated in Fig. 25.

The (dimensionless) scale of the shown index results does not translate into physical

windthrow of trees. This is primarily because variables largely determined by manage-

ment schemes and crucial for windthrow probability (e.g. tree heights and thinnings) are

not reflected in the design of the index (compare Subsec. 2.6.1). Hence, the proposed

windthrow index enables a comparison for the climatic conditions of windthrow, instead

of real physical windthrow of trees.

The index results for the historical reference climate mirror the spatial characteristics
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of the predisposition to windthrow to some extent. Therefore, the index calculated for

the reference climate period is characterized by comparably high values over many parts

of the mid-range mountain areas and close to the Alpes as well as over parts of North and

North-East Germany. Regarding the two climate change scenarios (RCP8.5 and RCP4.5),

Figs. 26 (a) and (b) indicate substantial increases of up to a doubling of the windthrow

index (in comparison to the reference climate) over most Southern parts of Germany and

over some areas in the vicinity to the North and Baltic Sea. Most areas over the remaining

North of Germany are characterized by a less pronounced increase, indifferent changes or

even small decreases.

Deviations between the two climate change scenarios (compare Figs. 26 a and b)

manifest most obviously in the share of grid points that satisfy the robustness criterion.

In case of the RCP4.5 scenario, only few areas over the South of Germany indicate robust

increases (e.g. over Baden-Württemberg and over a few locations of Bavaria). In contrast,

the RCP8.5 scenario indicates markedly larger areas of robust increases over these areas.

In addition, robust increases are present over the Sauerland, the Ore mountain range

areas, and the Palatine Forest. These robust increases are largely on the order of 40 to

70%. In case of the RCP4.5 scenario, robust decreases are projected only for a few isolated

areas in the North of Germany, while for the RCP8.5 scenario some robust decreases (on

the order of -10 to -25%) are present over the North of Saxony-Anhalt.

In order to illustrate the individual contribution of the considered climate variables to

the windthrow index, the climate change signals of the individual variables (i.e. relative

changes of the windthrow index10) were analyzed. Figs. 26 (c) and (d) illustrate the

results of the windthrow index, neglecting the influence of moisture and soil temperature

on windthrow. Comparing the windthrow index accounting for all variables (Figs. 26

a and b) to the index results accounting for the variable wind only (Figs. 26 c and d)

illustrates that the inclusion of soil moisture and soil temperature in the index design

led to a pronounced increase of the windthrow index over most areas. This is true for

both climate change scenarios. The effect of soil moisture and soil temperature is most

pronounced over some of the mid-range mountain areas in the South of Germany and

the Sauerland. Besides the impact on the strength of the climate change signal, the

consideration of soil moisture and temperature led to a substantial increase of robustness.

Analogous, the contributions of soil temperature and soil moisture to the calculated

windthrow index were determined. Their individual contributions were calculated based

on the differences in the climate change signal between, firstly, an index that considers for

10The advantage of this representation over the representation of the absolute value is, firstly, that it
better visualizes differences between the RCP scenarios and the historical reference period, and secondly,
that the climate signal can be illustrated on the spatial resolution of the climate simulations, which most
readers are probably more used to.
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all variables (wind, soil moisture and temperature) and, secondly, an index that neglects

the influence of either soil moisture or soil temperature. Note, that due to the non-

linearity of the proposed index calculation method, the sum of the determined individual

contributions (wind: Figs. 26 c,d; soil temperature: Figs. 27 a,b; and soil moisture: Figs.

28 a,b) does not necessarily equal the total windthrow index (Figs. 26 a,b).

The results show that soil temperature changes either contribute to an increase of

the windthrow index or do not show a substantial influence (compare Figs. 27 a,b).

Maximum absolute contributions to the increase of the climate change signal amount to

40 to 55%, which are predominantly observed over the North-East of Bavaria and the

Ore mountain range areas, but also over the Sauerland and other areas in the South

of Germany. Comparing the two climate change scenarios does not reveal a systematic

difference11. As hypothesized in Subsec. 3.4.2, the soil temperature contribution to the

windthrow index quantitatively largely follows the absolute reduction of the share of wind

events with frozen soil state (compare Fig. 21). However, the observed difference between

the two climate change scenarios that was observed with respect to the absolute reduction

of the share of wind events with frozen soil state are not reflected in the soil temperature

contribution to the windthrow index.

Soil moisture changes contribute to increases of the windthrow index over most regions

on the order of 10 - 25% (compare Figs. 28 a,b). However, a much higher regional

heterogeneity can be observed, with several grid points being characterized by a negative

contribution of soil moisture content (mostly located in close proximity to grid points of

positive contribution to the windthrow index). This spatial variation does not match the

more uniform characteristic of the ensemble median relative change of soil moisture during

events of extreme wind speed (compare Figs. 23 a,b). This can be explained by the cubicly

shaped influence of wind speed into the calculation of the windthrow index (compare Eq.

8), which causes the total contribution of soil moisture towards the calculated windthrow

index to be dominated by the soil moisture conditions during individual storm events

of very high return periods (compare Subsec. 3.2.4). Related to this, there exists no

pronounced systematic qualitative difference between the two climate change scenarios,

except that the number of grid points with negative contributions is slightly higher in

case of the RCP4.5 scenario.

11This statement is also valid for a reduced and more sensitively subdivided range of the colorbar (not
shown in this dissertation). Therefore, the range of the colorbar is chosen consistently with Fig. 26,
in order to facilitate comparability of the dimensions of the individual contributions to the windthrow
index.
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Figure 26: Median climate signal considering wind, soil moisture and soil temperature
in the calculation of the windthrow index for the EURO-CORDEX ensemble of RCP4.5
(a) and RCP8.5 (b), in contrast to the median climate change signal considering only
wind in the calculation of the windthrow index for RCP4.5 (c) and RCP8.5 (d). Hatching
indicates robustness (66% agreement, 85% significance).
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Figure 27: Absolute contribution of soil temperature to the median climate signal in the
calculation of the windthrow index for the EURO-CORDEX ensemble of RCP4.5 (a) and
RCP8.5 (b).
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Figure 28: Absolute contribution of soil moisture to the median climate signal in the
calculation of the windthrow index for the EURO-CORDEX ensemble of RCP4.5 (a) and
RCP8.5 (b).
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3.5 Discussion and Conclusions

In the past, the majority of customer disconnections was related to windthrow causing

damage to the distribution grid infrastructure. Windthrow refers to the overturning

or breakage of a tree, usually caused by extraordinary strong gusts. The conditions

influencing the probability for windthrow were analyzed and an index reflecting these

influencing variables was developed. To this end, a concept capturing the exposure to

adverse (i.e. windthrow-facilitating) climatic conditions was introduced. In addition, the

predisposition of a tree to windthrow was determined based on tree species, soil depth

and soil type information. The product of exposure and predisposition determines the

final windthrow index. A comparison of the damages documented during winter storm

Kyrill to the results of the windthrow index on that day strongly indicates the ability to

reproduce spatial differences of the windthrow likelihood during specific storm events.

For the historical reference period (1970 to 1999), it was shown that the windthrow

index to some extent qualitatively mirrors the spatial characteristics of the predisposition

to windthrow, with highest index values occurring in the mid-range mountain areas (e.g.

the Black Forest, the Sauerland, the Harz and the Ore mountain range areas and parts

of Bavaria). However, the identified differences between the windthrow index results of

an ERA-Interim based calculation and a calculation based on the climate simulation en-

semble (for the historical reference period) aggravates an interpretation of considering the

ensemble median of the historical scenario representative for observed historical climate

conditions. Nevertheless, assuming that any systematic bias is present in historical as well

well as future climate simulations, the interpretation of relative climate change signals is

not constrained by the previous finding.

Regarding the two analyzed climate change scenarios (RCP8.5 and RCP4.5), increases

of up to a doubling of the windthrow index were calculated over most Southern parts of

Germany and over some areas in the vicinity to the North and Baltic Sea (comparing

the climate in 2040 to 2069 to the historical reference climate). Most areas over the

remaining North of Germany are characterized by a less pronounced increase, indifferent

changes or even small decreases. Deviations between the two climate change scenarios

manifest most obviously in the share of grid points that satisfy the robustness criterion.

In case of the RCP4.5 scenario, only few areas over the South of Germany indicate robust

increases, while in case of the RCP8.5 scenario markedly larger areas of robust increases

over these areas are found. The fact that robustness is identified only for a small share

of areas indicates the substantial uncertainty with respect to the climate change signal of

the windthrow index.

The analysis of the individual contributions of wind, soil temperature and soil moisture

towards the windthrow index highlighted wind to be the major determinant of the index,
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but also indicated the significance to include soil moisture and temperature into the index

design. Largely independent of the considered climate change scenario, projected changes

in soil temperature cause a maximum absolute contribution to the projected increase of

the windthrow index on the order of 25 to 40%. Also soil moisture changes contribute

to windthrow index increases for most areas (on the order of 10 to 25%). Besides their

impact on the strength of the climate change signal, the consideration of soil moisture

and temperature led to a substantial increase of robustness.

In order to correctly interpret these outcomes, the limitations concerning the method-

ological approach and data need to be taken into account. Firstly, it is a very complex en-

deavor to determine the predisposition to windthrow. The main reason for this is the large

variety of influencing factors, and the difficulty to robustly distinguish between the indi-

vidual contributions of the variables and the contributions based on interactions between

these. The rareness of windthrow events plus the sparse documentation of windthrow

damages aggravates the statistical basis needed to determine and disentangle influencing

factors.

Secondly, the index design does not account for certain variables crucially determining

windthrow (e.g. tree height), because these variables substantially depend on the forest

management scheme and other human interventions, which are not simulated in the con-

text of a climate model simulation. Instead, the windthrow index is meant to reflect

more general factors that do not depend on human preferences or management methods.

In consequence, the outcome of the index calculation is not capable to assess whether

windthrow actually occurs or not, but enables a comparison for the climatic conditions of

windthrow. Moreover, it needs to be stressed, that the percentile-based approach can be

regarded as a strong assumption. Though backed by data on insured damages and used

by other studies, it has not been empirically proven in the context of windthrow.

In addition, the projected climate change signals and their robustness depend on

the composition of the climate model ensemble: The ensembles used are ensembles of

opportunity, with all model simulations available for a certain climate change scenario

being included. Though, the compilation of the climate model ensembles are subjected

to efforts to systematically structure the matrix of simulations (as done by the modeling

groups contributing to EURO-CORDEX), a certain model (or a model family) could be

overrepresented (Pfeifer et al., 2015). Hence, any potentially associated systematic prob-

lem may either cause an artificial increase of robustness or it makes underrepresented

(but correct) signals appear as putative wrong outliers. However, in the absence of a

commonly-accepted alternative ensemble compilation methodology, such as model selec-

tion (McSweeney et al., 2012), ensembles of opportunity are a widely preferred method-

ology.
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Furthermore, the domain-specific predisposition to windthrow was calculated from

information on the distribution of tree species, soil types and soil depth. While soil

depth and soil type do not strongly vary on climate timescales, the distribution of tree

species may indeed respond to climate change. This feedback was not considered in the

methodology, since the distribution of tree species is mainly determined by the forest

management: If climate change makes certain tree species economically unattractive,

forest managers may decide to adapt their species selection to increase profitability. These

adaption measures cannot be robustly projected.

Despite the listed limitations with respect to methodology and data, the information

on regional differences in windthrow likelihood can provide decisive knowledge on how to

adapt forest management to altered climatic conditions. Potential response opportunities

are for example planting less vulnerable tree species, apply forest management techniques

less sensitive to the tree rooting systems, refraining from rigorous clearings or resort to

mixed forests instead of monocultures.

Hence, this chapter’s findings can contribute to forest-management specific consider-

ations which focus on the economic revenues of forest owners. However, embedded in the

context of this thesis, the results of this chapter should in particular feed into the efforts

of distribution grid operators to prevent interruptions of the electricity grid. In regions

with comparably high windthrow index, efforts to prevent interruptions, such as regular

clearings of the power-line corridors, more redundant network architectures or other mea-

sures may become economically reasonable. Whether such measures are cost-efficient also

depends on the economic losses resulting from distribution grid interruptions. These are

addressed in the following chapter.
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4 Economic Value of Electricity Distribution Net-

works

As elaborated on in Sec. 2.2, the German electricity distribution grid is in the process

of being significantly altered to respond to challenges linked to the energy transition. In

consequence, considerable investments are required to adapt the electricity networks. In

addition, further adaptation may be required to account for changing climatic conditions,

as elaborated on in depth in the previous chapter of this thesis.

From a social planner perspective, these two issues should be taken into account con-

jointly, as it is probably more cost-efficient to combine the current need for extension

requirements related to the energy transition with the need to adapt the grid to poten-

tially altered climatic conditions as part of the standard maintenance-renewal cycle. In

consequence, the level of grid reliability should reflect the actual economic risks associated

with an interruption of the grid.

The previous chapter investigated how climate change alters the conditions for the

windthrow of trees, which is one of the main reasons for atmospherically-induced grid

interruptions (compare Ch. 2). In order to conduct a proper risk evaluation, not only the

probabilities of occurrence need to be considered, but also the economic value actually at

stake due to an interruption of the grid has to be quantified, which is addressed in this

chapter of the thesis12.

4.1 Introduction

A quantity named Value of Lost Load (VoLL) measuring a consumer’s willingness to pay

for avoided electricity outages has been proposed as one guiding variable to determine

optimal economic levels of supply security (Welle and Zwaan, 2007). However, the VoLL

quantifies the economic benefit of a unit of delivered electricity, whereas it does not

quantify the benefit of a securely functioning distribution grid and does not put these

benefit in relation to the infrastructural requirements necessary for a secure delivery.

In response to these two deficits, this thesis proposes to expand the VoLL concept, by

incorporating, (i) information on the amount of electricity consumed from the grid, in

order to quantify the total benefit of a securely functioning grid, and (ii), information

on the infrastructure which is needed to generate that economic benefit. To the author’s

best knowledge, there is no methodology yet that combines these streams of information

into one measure. By proposing a concept named Value of Lost Grid (VoLG), this part

of the dissertation closes this methodological gap.

12Note that an intermediate version of the content of this chapter has been published in the context of
a working paper (Stankoweit et al., 2017).
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In a general sense, the proposed methodology contributes to an economic assessment

of all events potentially triggering electricity outages within the distribution grids, in the

sense that it enables a comparison of the economic importance of different distribution

grid domains. The outcomes of this approach may support for example network quality

considerations: grids of high relative economic value generation should be – from an purely

economic perspective – comparably more resilient to potential outage events. Therefore,

the central aim of this chapter is to apply the sketched methodology to Germany in order

to quantify differences in the electricity distribution grid’s economic importance, and to

investigate the limitations and the expressive power of the proposed methodology.

For the calculation of the VoLL, on which the VoLG quantification is based, various

approaches have been suggested; these can be grouped into direct and indirect methods

(Schröder and Kuckshinrichs, 2015). Direct approaches are for example survey studies

that inquire how much people would be willing to pay for an uninterrupted supply (e.g.

Praktiknjo, 2014), or blackout studies which deduce economic losses from past blackout-

events13 (e.g. Schubert et al., 2013). This thesis resorts to an indirect method, namely

the production function approach, which is based on a macroeconomic production func-

tion. This approach features two decisive advantages: (i) it relies on easily accessible

and mostly freely available macroeconomic data; and (ii) it enables to calculate VoLLs

on a relatively high spatial resolution (limited only by the resolution of the collection

of macroeconomic data by statistical offices). The approach has frequently been applied

to determine VoLLs on different scales of spatial resolution for various countries: Bliem

(2005) determined VoLLs on NUTS 2 resolution (federal states) in Austria; de Nooij et al.

(2007) and de Nooij et al. (2009) on NUTS 3 resolution (the so-called COROP regions)

and on the spatially higher resolved municipality level in The Netherlands; Tol (2007)

and Leahy and Tol (2011) determine VoLLs for the electricity market of the Republic of

Ireland and Northern Ireland; Linares and Rey (2013) for the Spanish NUTS 2 regions;

and Zachariadis and Poullikkas (2012) for the electricity market of Cyprus. For Germany,

Röpke (2013) determined country-wide VoLLs for five industries plus the households sec-

tor; Growitsch et al. (2014) calculated VoLLs for 15 industries and the private sector

on NUTS 2 resolution (16 federal states), whereas Piaszeck et al. (2014) and Wolf and

Wenzel (2015) further refined the spatial resolution to the around 400 NUTS 3 regions

(counties) and four industries plus the household sector.

This thesis applies a VoLL estimation on NUTS 3 resolution as conducted by the latter

two mentioned studies (Piaszeck et al. (2014) and Wolf and Wenzel (2015)) as a tool to

quantify the total economic value annually generated due to the secure functioning of the

13For a more complete list on direct approaches and recently conducted studies, as well as the advan-
tages and disadvantages of these approaches, I refer to Schröder and Kuckshinrichs (2015).
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distribution grid infrastructures. The VoLG calculation requires to combine macroeco-

nomic data and structural grid data14. Hence, a harmonization of the spatial resolution of

data sets is conducted, since the two sets do not relate to the same geographic reference

domains. Geographic intersections between counties (which are the reference units of

macroeconomic data) and grid operators (which are the reference units of operators) are

exploited to determine the VoLL for the electricity consumed from a certain operator’s

voltage level. Accordingly, the total economic value attached to the consumption of the

electricity supplied by a specific voltage level is deduced. Thereafter, this economic value

is related to the total grid length of that voltage level, to enable a comparison between

different operators and voltage levels.

Sec. 4.2 describes how the economic value of a grid was quantified and related to the

infrastructure installed, and refers to the limitations inherent in the applied approaches.

Sec. 4.3 provides information on the data sources used. In Sec. 4.4, it is shown that the

VoLG may vary significantly between different distribution grid operators (DGOs) by more

than an order of magnitude even within one and the same voltage level; the difference

in the relative economic importance between the low and the medium voltage level is

quantified, and domains whose electricity infrastructure is of comparable higher economic

relevance are identified. Further, uncertainties induced by the suggested methodology are

quantified. The results are concluded and discussed in Sec. 4.5.

14For example the total electricity consumption from each voltage level of a certain distribution grid
operator.
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4.2 Methodology

In this section, a methodology is developed to quantify the economic value of an electricity

distribution grid and relate it to the infrastructure needed to generate that value. To this

end, the VoLL is, firstly, calculated on county resolution for five different sectors (Subsec.

4.2.1) based on macroeconomic data. The subsequent subsection elaborates on how to

derive the VoLL with respect to each DGO (Subsec. 4.2.2). Finally, the VoLG concept is

proposed as a measure to express a grid infrastructure’s relative economic value (Subsec.

4.2.3)

4.2.1 Value of Lost Load on County Resolution

This part of the thesis aims at analyzing differences in the economic value at highest pos-

sible spatial resolution. As already indicated in the introductory section to this chapter,

the VoLL can be determined via direct and indirect methods. However, the application of

any direct approach is infeasible, either due to a lack of comprehensive data (needed for

blackout studies) or because they are very costly and time-consuming (willingness to pay

survey). Therefore, an indirect method is used, namely the production function approach,

which is based on a macroeconomic production function. For the VoLL calculation, this

thesis largely follows the methodology as applied by Piaszeck et al. (2014) and Wolf and

Wenzel (2015), apart from deviations in certain assumptions, and the application of up-

dated data.

In a first step, the VoLL is determined county-wise for each sector. This study differ-

entiates between the four economic sectors Agriculture, Construction, Manufacturing &

Mining and Services, and the Household sector15. In line with the literature (e.g. Grow-

itsch et al., 2014; de Nooij et al., 2007, 2009; Leahy and Tol, 2011), the production function

approach is chosen, making use of a Leontieff production function, which is characterized

by zero substitutability of electricity with any of the other input factors. In other words,

a direct linear relationship between production and electricity use is presumed. Based on

these thoughts, the VoLL of a sector s in a county c can be determined from the ratio

of the gross value added by the respective sector s in the respective county c, GVA(s, c),

and the electricity consumed, EC(s, c), by the respective sector:

VoLL(s, c) =
GVA(s, c)

EC(s, c)
(11)

The applied approach features certain limitations worth mentioning. Since production

functions are commonly applied to estimate production on the timescale of a year, the

15The applied differentiation is determined by the aggregation level of data as collected by statistical
offices.
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capability to precisely estimate outage costs resulting from interruptions of a few hours to

days might be limited (Leahy and Tol, 2011). Further, it has been noted that the simpli-

fying assumptions underlying the production function approach may lead to over- as well

as underestimations of the real costs of an electricity outage (de Nooij et al., 2009): An

overestimation could result from the fact that backup generators, catching-up effects (e.g.

the compensation of a delayed production through overtime or stock-keeping) and adap-

tive responses to a blackout are not taken into account (Piaszeck et al., 2014). However,

Wolf and Wenzel (2015) argue that for the purposes of cross-regional comparisons this

constitutes only a minor problem. An underestimation could be caused by production

processes very sensitive to outages, such that a short outage leads to a comparably long

interruption until processes can be restarted. The unequal distribution of such sensible

sectors across counties may lead to biases reducing the validity of interregional compar-

isons (Piaszeck et al., 2014). Moreover, the linearity assumption inherent in the Leontieff

production function seems reasonable for energy-intensive production processes, whereas

it might underestimate substitution options for the construction sector and other labour-

intensive services (Piaszeck et al., 2014). However, it has been argued that this does not

induce a significant bias, due to the fact that keeping up productivity during an outage

requires significant reorganisational efforts and costs (Piaszeck et al., 2014).

For most sectors, the application of Eq. 11 is rather straightforward: The gross value

added by a sector and the electricity consumed are calculated from macroeconomic statis-

tics, and the ratio of the two determines the VoLL. However, determining the household

sector’s VoLL is contingent upon estimations of the value of electricity-dependent leisure

activities. This issue is approached applying microeconomic theory, according to which

total labor supply is determined from each individual maximizing its personal utility re-

sulting from work and leisure (Becker , 1965). When each individual can freely allocate its

time between work and leisure, the situation can be interpreted as an optimization prob-

lem, whose optimal solution is that each individual allocates its time such that marginal

benefits from work equal marginal benefits from leisure. Based on these considerations

and due to a lack of information on marginal wages, average net wages per hour were sug-

gested to be used as a proxy of leisure-induced gross value added (e.g. de Nooij et al., 2007;

Growitsch et al., 2014). This approach, which is sometimes referred to as the household

income approach (e.g. Schröder and Kuckshinrichs, 2015), is also applied in this work.

However, not all leisure activities are electricity-dependent. Therefore, the relevance

of electricity for leisure needs to be estimated. Based on time use statistics (Statistis-

ches Bundesamt, 2015) and a boolean decision, whether the practice of a leisure activity

relies on electricity or not, Wolf and Wenzel (2015) estimate for Germany that 65% of

leisure activities are electricity-dependent. In this respect, however, this thesis heuristi-
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cally assumes, that 50% of leisure activities are electricity-dependent (in accordance with

e.g. Bliem, 2005; Growitsch et al., 2014; Piaszeck et al., 2014), since the author views a

boolean decision rather difficult16.

The household income approach is further complicated by the difficulty to value the

leisure activities of non-working persons. In line with the literature, this work assumes

that the monetary value of each hour of leisure activity of a non-working person amounts

half the value of an employed person (e.g. Growitsch et al., 2014; de Nooij et al., 2009;

Piaszeck et al., 2014; Wolf and Wenzel, 2015). Hence, based on the total population and

the number of employed persons in a county and their average net wages, the total GVA

of the household sector in the respective county was quantified, and plugged into Eq. 11

to determine the household sector’s VoLL.

The gap between microeconomic theory and practice leads to a number of restrictions.

Firstly, making use of average net wages per hour as a proxy for leisure-induced utility

gains, may appear inappropriate for voluntary and involuntary unemployment (Piaszeck

et al., 2014). Secondly, the assumption that employees can freely decide on their optimal

amount of working time does not necessarily reflect reality in a work environment of union

regulation and other traditional habits (Sanghvi, 1982). Thirdly, the value of leisure

of unemployed persons also incorporates pensioners, children and homemakers, and it

may be criticized that the value of leisure for such individuals is also determined based

on the wages of the working population (Schröder and Kuckshinrichs, 2015). Finally,

the approach does not take into account the possibility of switching to non-electricity

dependent leisure activities in case of a blackout (Sanghvi, 1982).

The application of the production function and the household income approach were

shown to imply well-known disadvantages and limitations. Therefore, it might be neces-

sary to once again stress that the decisive advantage of the method over any of the other

ones is, that it allows an almost cost-free calculation of VoLLs on a high spatial resolution.

4.2.2 Value of Lost Load on Grid Operator Resolution

Determining the total economic value attached to the consumption of the electricity sup-

plied by an operator’s voltage level, requires information on the value of an average unit of

electricity consumed from this voltage level. Since data on electricity consumption from

the grid levels are reported by individual DGOs, the VoLL needs to relate to the same

reference unit: the resolution of individual DGOs and voltage levels, instead of being

related to individual counties.

In general, the average VoLL of the electricity consumed within the voltage level v of a

16It is for example difficult to decide whether the reading of books and magazines requires electricity,
since this significantly depends on whether electric light is required or not.
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DGO o, VoLL(v, o), can be calculated from the electricity consumed within the respective

voltage level of the operator, and the VoLLs attached to each kWh of this consumption.

Let EC(s, c, v, o) name the amount of electricity consumed from the voltage level v of

DGO o by a sector s located in county c. Then the VoLL(v, o) can be determined from

the sector- and county-specific VoLLs, VoLL(s, c) (as already calculated in the previous

subsection):

VoLL(v, o) =

∑

s,c VoLL(s, c) · EC(s, c, v, o)
∑

s,c EC(s, c, v, o)
(12)

However, the amount of electricity consumed by a sector s, located in county c, con-

suming from voltage level v of operator o, cannot directly be inferred from readily available

databases. Hence, it needs to be determined from available data on county resolution.

Ideally, a bijective mapping needs to be performed, i.e. each unit of the electricity con-

sumption, EC(s, c), of a sector s in a county c, is unambiguously assigned to a unit of

electricity consumption within a specified voltage levels v of a specified DGO o. But a

substantial proportion of electricity consumption cannot be unambiguously assigned to a

certain DGO’s voltage level. Therefore, two different mappings are conducted: One map-

ping for those parts of sectoral- and county-specific electricity consumption EC(s, c) which

can unambiguously be assigned to a specific voltage level v of a specific DGO o. And a

second mapping, for the remaining consumption, which could potentially be consumed

within several voltage levels and/or several DGO’s domains.

In the following subsections, the calculation of average VoLL of the household sector

and the remaining sectors for each DGO and each voltage level is explained in detail.

Value of Lost Load of the Household Sector

The application of Eq. 12 to the household sector requires information on the elec-

tricity consumption by the households in each operator’s domain. This consumption was

inferred from county population statistics and geographical overlaps between operators

and counties. Appendix A.5 in detail shows the first step of this process, which is to

determine, how many people living in county c are supplied by which operator o. In the

following, the population living in county c being supplied by operator o is abbreviated

P (u)a(c, o). The superscript ua/a indicates whether the population can be unambiguously

or ambiguously assigned from county c to operator o.

In the second step, county-specific per-capita electricity consumption by households

was considered. Note, that the household sector (s = ’HH’) withdraws its electricity from

the low-voltage grid (v = ’LV’). Then, the electricity (un)ambiguously consumed by those

households which are located in a certain county c and which are supplied by operator o,

were calculated from the county-specific per-capita electricity consumption in each county,



4.2 Methodology 65

ep.c(c), and the population living in county c supplied by operator o, P (u)a(c, o):

EC
(u)a
s=′HH′, v=′LV′(c, o) = P(u)a(c, o) · ep.c(c). (13)

In the following equations, the subscripts were shortened from “s = ’HH’, v = ’LV’” to

“HH, LV”. Based on this convention and the latter equation, the total electricity consumed

by the household sector was determined from:

ECHH,LV(o) =
∑

c

ECua
HH,LV(c, o)

︸ ︷︷ ︸

=:ECua
HH,LV

(o)

+ Pa(o) ·

∑

c g1(c) · Pa(c, o) · ep.c(c)
∑

c g1(c) · Pa(c, o)
︸ ︷︷ ︸

=:ECa
HH,LV

(o)

(14)

Note that Pa(o) is defined as (P(o) −
∑

c Pua(o, c)), and represents the number of people

supplied by operator o not unambiguously assigned to any county. The weighting factor

g1(c) is determined by the ratio between the number of people living in county c which

are not unambiguously assigned to any operator o, and the sum of all people living in

county c which are ambiguously assigned to any operator:

g1(c) =

(

P (c) −
∑

o

Pua(o, c)

)

/

(
∑

o

Pa(o, c)

)

There are two reasons for including this weighting factor: Firstly, the probability that a

person is actually consuming its electricity from an ambiguously assigned DGO is much

higher, if it is ambiguously assigned to few other operators only, and vice versa. The

second reason is a conservation rationale; to keep the Germany-wide average VoLL of the

household sector constant, when transforming the spatial resolution of the VoLL from

county- to DGO-resolution. Without incorporating g1(c), an individual county ambigu-

ously assigned to several DGOs would exert larger influence on the German average VoLL

of the household sector then another one, which is assigned to a very small number of

DGOs only.

Based on the VoLL of electricity consumption in the assigned counties (calculated from

macroeconomic data), VoLLHH(c), the VoLL of unambiguously and ambiguously assigned

electricity consumption in the domain of an operator was determined:

VoLLua
HH,LV(o) =

∑

c ECua
HH,LV(c, o) · VoLLHH(c)
∑

c ECua
HH,LV(c, o)

(15)

VoLLa
HH,LV(o) =

∑

c g1(c) · ECa
HH,LV(c, o) · VoLLHH(c)

∑

c g1(c) · ECa
HH,LV(c, o)

(16)

The household sector’s mean VoLL can be determined straightforwardly from the arith-

metic mean of the both:
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VoLLHH,LV(o) =
ECua

HH,LV(o) · VoLLua
HH,LV(o) + ECa

HH,LV(o) · VoLLa
HH,LV(o)

ECHH,LV(o)
(17)

Due to the partially ambiguous mapping of population from counties to operators, the

average VoLL as determined with Eq. 17 is characterized by uncertainty. The uncertainty

increases, the larger the fraction of households supplied by o whose county-affiliation is

ambiguous, and the larger the spread of the individual VoLLs of the household sector

among these ambiguously assigned counties. To quantify uncertainty, we determined

the minimum and maximum values of the VoLL of the household sector of operator

o. For this purpose, the difference between reported population supplied by a DGO

and the unambiguously mapped population, P (o) −
∑

c Pua(o, c), was bridged with those

ambiguously mapped population, that minimizes/maximizes the VoLL of the ambiguously

assigned electricity consumption VoLLa(v, o). Thus, a minimum and maximum of the

VoLL of the household sector is determined for each DGO.

Further, it has to be mentioned that not only the average VoLL but also the amount of

electricity consumed by the household sector (as determined with Eq. 14) is characterized

by uncertainty. This uncertainty is driven by the variability of the per-capita electricity

consumption ep.c.. Since data on the latter are available on the spatial resolution of fed-

eral states only (compare Sec. 4.3), the applied values of ep.c. varies only with respect

to different federal states. Hence, the electricity consumption of households within the

domain of a certain DGO is only attached with uncertainty, if the ambiguously assigned

population live in different federal states. For that reason, the uncertainty of the house-

holds’ electricity consumption was found to be comparably negligible in its effect on the

uncertainty attached to the VoLL of the low-voltage level. Therefore, the uncertainty of

the amount of electricity consumed by households was neglected.

Value of Lost Load of other Economic Sectors

The application of Eq. 12 to the remaining four economic sectors requires information

on the electricity consumption by these sectors in each DGO grid. Appendix A.5 in detail

shows the first step of this process, which is to unambiguously determine, which sector

s in county c consumed electricity from which voltage level v of operator o. Based on

this mapping, the average VoLL for the unambiguously mapped electricity consumption,

VoLLua(v, o), was calculated for the four economic sectors. As for the household sector,

these mappings cannot be performed purely unambiguously. Therefore, in analogy to the

approach to determine the VoLL of households, the calculation of the average VoLL of

the ambiguously mapped electricity consumption by the remaining economic sectors was

based on how often a specific kWh is ambiguously attributed to a certain DGO and/or
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voltage level. This was taken into account by adding a weighting factor, g2(s, c), into Eq.

12, which reflects the probability that the ambiguously mapped electricity consumption

ECa(s, c, v, o) is actually consumed within voltage level v of operator o:

VoLLa(v, o) =

∑

s,c g2(s, c) · ECa(s, c, v, o) · VoLL(s, c)
∑

s,c g2(c) · ECa(s, c, v, o)
, (18)

The factor g2(s, c) was determined from the ratio between the amount of electricity con-

sumed by a sector s in county c, which remains to be assigned after the unambiguous

mapping (EC(v, o)−
∑

v,o ECua(s, c, v, o) ) and the sum of all ambiguously mapped electric-

ity consumption from the same sector and county (
∑

v,o ECa(s, c, v, o)) ). Hence, g2(s, c)

reads:

g2(s, c) =
EC(v, o) −

∑

v,o ECua(s, c, v, o)
∑

v,o ECa(s, c, v, o)

The weighting factor g2(s, c) is necessary for very similar reasons for which g1(c) was

added as a weighting factor when determining the average VoLL of the household sector

via Eq. 16. Firstly, to account for the fact that the probability that a kWh is actually

consumed in an (ambiguously) assigned DGO is much higher, if it is ambiguously assigned

to few others only, and vice versa. Secondly, it is required to keep the Germany-wide

average VoLL independent of the mapping process. Without taking g2(s, c) into account,

Germany’s average VoLL would be dependent on the number of operators and voltage

levels, to which a certain sector’s electricity consumption is assigned to; in that scenario,

a county’s sector ambiguously assigned to several voltage-levels and DGOs would exert

larger influence on the German average VoLL, than another one which is assigned to a

very small number of voltage-levels and DGOs only.

Finally, based on the VoLL of the unambiguously mapped electricity (as determined

with Eq. 12) and ambiguously mapped electricity (as determined with Eq. 18), the mean

VoLL for any v, o-combination was determined from the arithmetic mean:

VoLL(v, o) =
VoLLua(v, o) · ECua(s, c) + VoLLa(v, o) · (EC(v, o) − ECua(v, o))

EC(v, o)
,

with ECua(v, o) :=
∑

s,c ECua(s, c, v, o). As for the calculation of the mean VoLL of the

household sector, the mean VoLL is characterized by uncertainty due to the partially

ambiguous mapping. Analogously, minimum and maximum values of the VoLL of each

voltage level and operator were determined.
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4.2.3 Value of Lost Grid

As argued in Sec. 4.1, the VoLL concept does not serve as a meaningful quantity to

determine optimal economic levels of supply security, as for example suggested by Welle

and Zwaan (2007), since a quantitative analysis of the economic value of a grid requires

information not only on the economic value generated by a unit of delivered electricity,

but also on the amount of electricity consumed and the infrastructure needed to generate

the respective economic value. This methodological gap motivated the introduction of a

new measure, referred to as Value of Lost Grid (VoLG), and which is further elaborate

on in the following.

The general idea is to relate the economic value generated due to the steady supply

of electricity by a certain grid infrastructure to the infrastructure needed to enable that

steady supply. In a first step, the total economic value generated by a voltage level of a

DGO can be concluded from the VoLL as calculated in the previous subsections: Based

on the unambiguously and ambiguously assigned electricity consumption of the individual

economic sectors within a certain grid domain, a minimum, mean and maximum VoLL was

calculated for each DGO and for each voltage level (as outlined in Subsec. 4.2.2). Based

thereon, the total value generated within a certain voltage level v of a certain operator

o depends on the total amount of electricity consumed from the respective voltage level

in a defined period of time, EC(v, o). Accordingly, the total value generated within that

time horizon can be calculated from VoLL(v, o) · EC(v, o).

Next, a useful reference parameter needs to be selected, that captures the infrastruc-

ture requirements to distribute electricity, which in turn contributed to the estimated

generated economic value. From those quantities which are publicly available, the total

grid length of a certain voltage level as well as the necessary transformer station capacities

between the voltage levels are potential meaningful proxy variables. However, as there

is no objective way of combining both into one reasonable quantity, this study uses the

total grid length of a certain voltage level as a reference quantity, since it, in the author’s

view, captures the infrastructural requirements in the most meaningful manner. Based

on the minimum-, maximum- and mean-value of the VoLL (of a certain voltage level and

a certain DGO), VoLLmin/mean/max(v, o), the VoLG was determined via:

VoLGmin/mean/max(v, o) := VoLLmin/mean/max(v, o) ·
EC(v, o)

L(v, o)
, (19)

with L(v, o) being the grid length of voltage level v of operator o.

In this context, two issues should be stressed. Firstly, it needs to be emphasized that

the suggested approach is targeting at exploring a measure that is superior to the VoLL in

terms of expressing and comparing the economic value of the electricity distribution grids.
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Its derivation is based on heuristic considerations, namely to relate the economic value

generated from the energy consumed from the grid to the infrastructural requirements

needed for this value generation, and is, therefore, difficult to scientifically proof. Nev-

ertheless, its application contributes relevant information to considerations on network

architecture and grid design, which the VoLL is not able to reflect. Secondly, it is one

of the VoLG’s advantages, that the required macroeconomic and structural grid data are

almost entirely straightforwardly accessible from operator’s reporting or statistical offices.

At the same time, the simplicity of the suggested approach is disadvantageous in the sense

that information on the scale below the size of individual operators remain disregarded.

However, information on the sub-operator scale are not publicly available. Therefore, the

suggested methodology as a proxy of the relative economic value of the electricity grid is

proposed.

Having noted these issues, this paragraph continues to describe the methodological

procedure. Based on the VoLG’s minimum and maximum values, a measure is intro-

duced that mirrors the uncertainty induced by the partially ambiguous mapping pro-

cess: A probability distribution function (pdf) of the VoLL of a random kWh of elec-

tricity is determined for the ambiguously assigned electricity consumption and its deter-

mined VoLL. As elaborated on in Appendix A.7, the pdf does not constitute a useful

measure to quantify the uncertainty attached to the actual amount of electricity con-

sumed. In consequence, this study opted for minimum and maximum values of VoLL

and VoLG as a measure of uncertainty in the manner already described. In order to

facilitate a quick comparison between uncertainties attached to the mean VoLG, the rela-

tive average deviation of minimum and maximum from the mean value were determined:

d = 1/2 · (VoLGmax − VoLGmin)/VoLGmean.

The following methodological intricacies need to be stressed: (1) It has to be noted,

that in this study the electricity consumption from the transformation stations was at-

tributed to the respective upper voltage level17. The reasoning for this approach is that

the upper voltage level is required to transport the electricity to the substations. Hence,

substations are treated as any other consumer from the respective level. (2) When calcu-

lating the VoLG of a certain voltage level, the electricity consumption from the respective

lower voltage levels was included. This means that the value generated within the low

voltage level, was added to the value of the electricity directly withdrawn from the medium

voltage level. One could argue to not consider the share of electricity which is directly

induced by small-scale generation units into the low voltage level, when calculating the

VoLG for the medium voltage level. However, a stable operation of the electricity grid

17The electricity consumption from the substations between the low voltage and medium voltage level
was for example attributed to the medium-voltage level.
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as an interconnected network requires a continuous connection to the respective upper

voltage levels as a buffer to balance differences between supply and demand in the lower

voltage levels. Hence, an interrupted electricity transfer for example in the medium-

voltage level may trigger interrupted supply in the low-voltage level, which is not only

constrained to the electricity which was delivered by the medium voltage level.
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4.3 Data

In order to account for the large interregional heterogeneities of the VoLL (compare

Growitsch et al., 2014; Piaszeck et al., 2014; Wolf and Wenzel, 2015), this study calculated

the latter at county resolution, which is the highest possible resolution achievable with

available macroeconomic data. The data needed in this respect are described in Subsec.

4.3.1. Subsec. 4.3.2 refers to the data relevant to deduce VoLGs on the spatial resolution

of individual operators.

4.3.1 VoLL on County Resolution

For Germany, VoLLs on county resolution were determined by Piaszeck et al. (2014) and

Wolf and Wenzel (2015). Therefore, the data sources used in this study to calculate

VoLLs on county resolution, are mostly in line with the data sources of the latter pub-

lications. However, this study resorts to updated data where available, deviated from

certain assumption and makes use of additional datasets. To determine VoLLs for the

five different sectors (four economic sectors plus households) on county resolution, not all

necessary data are widely available. Therefore, in some cases proxy data or data from a

coarser spatial resolution were employed. The following paragraphs list the applied data.

Data on the county-specific gross value added (GVA) by each of the four economic

sectors are published in the regional statistics of the German Federal Statistical Office.

Data on electricity consumption within each county are published only for the manufac-

turing & mining sector by the same authority. It has to be noted that for reasons of

confidentiality or a lack of data, this data set is incomplete with respect to five counties18.

For the remaining three sectors, the county- and sector-specific electricity consumption

is approximated from national average VoLLs of these sectors. These national average

VoLLs are calculated from the Germany-wide electricity consumption and the GVA of

the respective sectors. Data on both can be deduced from the energy balance sheets of

Eurostat and the national accounts of the German Federal Statistical Office respectively.

Though, data on electricity consumption are available on county resolution for the

manufacturing & mining sector, sector-specific VoLLs cannot be directly calculated, since

the data on the GVA also subsumes the energy sector, which is not included in the data on

electricity consumption. Hence, the GVA by the energy sector is subtracted in a two-step

process, as applied by Piaszeck et al. (2014) and Wolf and Wenzel (2015): Information

on the GVA by the energy sector is only available on federal states’s level in the national

18Four of these are located in Brandenburg: Oberhavel, Uckermark, Märkisch Oderland, Brandenburg
an der Havel; the fifth in Lower Saxony: Wolfsburg. For the four of the counties located in Brandenburg,
electricity consumption was estimated based on the average VoLL of the sector in Eastern Germany.
Energy consumption in the fifth non-reported county, Wolfsburg, was estimated based on the VoLL of
the Transport Equipment industry in Lower Saxony as determined by Growitsch et al. (2014).
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accounts of the federal states (available via the Federal Statistical Office). Therefore,

in a first step, the GVA by the energy sector is allocated to the counties within the

respective federal state according to the share of energy sector employees working in a

county. Employee data were purchased from the German Employment Agency. Due to

the fact that some of these data were made anonymous for reasons of confidentiality, a

second step is needed, in which the remaining share of the federal GVA is allocated to the

remaining counties in proportion to the number of companies active in the sector (data

can be accessed via the regional statistics of the Federal Statistical Office).

The highest available resolution of data on electricity consumption of the household

sector is at federal states level via the federal states’ statistical offices. At the date of

data compilation, the data’s reference years varied amongst the authorities, and four

federal states (Bavaria, Bremen, Hesse and Saarland) did not report on electricity con-

sumption by households individually. Of the remaining, all but two federal states re-

port at least on 2013 electricity consumption by households (North Rhine-Westphalia

reports until 2012, Rhineland-Palatinate until 2011). For these two, 2012 and 2011 values

were used instead. For the four non-reporting states, electricity consumption at federal

level was approximated by distributing the remaining national consumption according

to population numbers and household sizes19: for each federal state the number of one-

person-equivalent-households20 was calculated. Data on the ratio of average electricity

consumption of households of different size, were taken from the BDEW (2014); data

on population and household size in the different federal states were deduced from the

German Federal Statistical Office. Finally, household electricity consumption at county

level was approximated by distributing the federal consumption amongst the counties

proportionally to the county’s population numbers21.

In order to determine the value of leisure (i.e. of household electricity consumption),

county-specific net wages per employee are calculated from gross average wages, which are

available via the national accounting of the Federal Statistical Office. In analogy to the

discussed literature (e.g. Growitsch et al., 2014; Piaszeck et al., 2014; Wolf and Wenzel,

2015), net wages are assumed to equal half of the gross wages. Moreover, data on the

total number of working hours by the population living in a county is required, but the

workforce accounts of the Federal Statistical Office only provide data on the number of

working hours of all employees working in a county. In order to consider commuting flows,

data on working hours are multiplied by the ratio of employees living in the county over

19In this respect, I deviate from Piaszeck et al. (2014) and Wolf and Wenzel (2015) which considered
total population size only.

20This accounts for the fact that a one-person-household consumes more electricity per person then a
two-person-household.

21Here, household sizes cannot be taken into account, since these data are unavailable on county
resolution.
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employees working in the county22.

The time remaining to be devoted to leisure activities and work is estimated from data

on the time needed for personal activities, such as sleeping, eating or washing (which can

be found in Statistisches Bundesamt, 2015). Accordingly, an average German employee

devotes 10.58 hrs (10:35 hrs:min) to these personal activities. Unemployed and non-

working persons, pensioners, and young people aged below 16 years devote 11:29, 11:49

and 10:35 hrs:min respectively to these activities. Based on these data, I assumed that

during a year, employees may devote (24 − 10.58) · 365 hrs to leisure activities and work,

whereas non-employed people may devote (24 − 11.5) · 365 hrs on leisure activities23.

4.3.2 VoLG on Operator Resolution

The mapping of electricity consumption from county resolution to DGO resolution re-

quired geo-information of counties, municipalities and DGOs. The shape of the DGOs’

domains at the reference date of 01.01.2016 was purchased from a geomarketing consul-

tancy (Lutum + Tappert DV-Beratung GmbH , 2016); geo-information of German counties

and municipalities are available via the GADM database (Gadm.org, 2015); Population

data on municipality resolution are available via the federal statistical offices at the refer-

ence date of 31.12.2014. In addition changes in municipality domains in the course of 2015

based on the reporting of the statistical federal offices were considered, to avoid incon-

sistencies related to the different reference period of county shapefiles and municipality

population records.

From the DGOs’ legal reporting obligations, the grid lengths of each voltage level, the

total annual electricity consumption per voltage level, the total annual electricity with-

drawal of a certain voltage level from the upstream voltage level as well as the population

number supplied were deduced. The electricity consumption from each voltage level was

determined from the difference between total annual electricity consumption (which usu-

ally includes the supply to lower voltage levels), and the annual electricity withdrawal of

the respective lower voltage level from the upper one. The reported grid length of the low

voltage grid includes house connections to the households.

Due to the large number of DGOs in Germany (almost 900), a basic data set of

structural grid data was purchased (Lutum + Tappert DV-Beratung GmbH , 2016). This

data set is mostly based on the operators’ reporting with respect to the reference year

201224. However, for this study, if available, data was updated to the most recent reporting

22This implies the assumption that the working hours of an employee living in a county are the same
as the working hours of an employee commuting to that county.

23Hence, I slightly deviate from e.g. Growitsch et al. (2014) and Piaszeck et al. (2014), who used 11
hours for both groups.

24In some cases, the reference year of published company information was older than the date at which
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period at the date of data collection (commonly: reference year 2015) for those DGOs

which provide electricity to at least 100,000 inhabitants, plus all those operators which

were non-existent at the time the GET AG data set was compiled, and if operators merged,

split up or renamed.

The data of the GET AG data base, as well as those additionally collected were sub-

jected to plausibility checks25. Due to inconsistencies in the reporting and non-compliance

with the legal reporting obligations, data sets could not fully be compiled for all DGOs.

The required data to determine the voltage-level specific electricity consumption were not

available for 78 of the around 900 DGOs in total.

the data had been collected by the Get AG.
25For example double-checking unexpectedly high or low values of e.g per-capita electricity consumption

and investigate infringements with energy conservation.
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4.4 Results

The VoLG, the quantity proposed as a new measure to economically assess differences

in the relative importance of the distribution grid infrastructure, is basically the ratio

between the economic value of electricity consumed and the infrastructure needed to

deliver that economic value. Since the fundamental assumptions and macroeconomic

data gathered to determine county- and sector-specific VoLLs are largely in line with

Piaszeck et al. (2014) and Wolf and Wenzel (2015), the presented outcomes are in very

good agreement with the results of these authors: Firstly, national VoLLs for the sectors

agriculture, construction and services of 2.22 e/kWh, 125.30 e/kWh and 12.67 e/kWh

respectively are consistent with their results (which are 1.98 e/kWh, 118.15 e/kWh and

10.16 e/kWh respectively). Secondly, patterns of regional VoLLs on county resolution of

both, the household sector as well as the county-average of all remaining other economic

sectors (compare Fig. 29), quantitatively compare well with the county-resolved VoLLs

as published in Piaszeck et al. (2014). Hence, these findings reinforce the authors’ finding

that the VoLL is subjected to significant interregional heterogeneities.
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Figure 29: Value of Lost Load (VoLL) in e/kWh at county resolution. Left: Average
VoLL of the four economic sectors; Right: VoLL of the household sector. Grey indicates
a lack of data.

As already indicated, the calculation of VoLLs on the resolution of voltage levels and

DGOs required a mapping of electricity consumption on county resolution to individual

voltage levels and operators. As indicated, this mapping could only partially be per-

formed unambiguously. Therefore, this paragraph briefly elaborates on the degree of how

much electricity was actually unambiguously mapped, since it markedly influences how
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precisely the VoLL can be determined on the spatial resolution of operators. Due to the

fact that population data are resolved on municipality level and are, thus, available on

a spatial resolution which significantly exceeds the resolution of counties26, a very large

share of the household sector’s electricity consumption was unambiguously assigned: In

course of the mapping process, 71.2 million inhabitants (approx. 88% of the total German

population) were unambiguously assigned to a specific DGO. However, this share signif-

icantly varied amongst the operators27. The household sector significantly contributes

to the electricity consumption from the low voltage grid and accounts for a markedly

73.4%-share of electricity consumption from the low voltage level28. This high share of

unambiguous mapping was not observed for the medium voltage grid. In total, only 7.2%

of total electricity consumption consumed from the medium voltage level was ambiguously

mapped29.

Having introduced the relative average deviation d of minimum and maximum VoLG

from the mean VoLG (see Subsec. 4.2.3) implies the advantage, that mean VoLGs can be

more easily illustrated in conjunction with the uncertainty attached to the mean value,

as illustrated in Fig. 30 and Fig. 31 for the low and medium voltage grid respectively.

There are a few general observations which can be drawn from these figures. Firstly, the

difference in the scaling of the colorcode signals at first sight that in general the VoLGs

in the medium voltage level is significantly above the VoLGs in the low voltage level.

Secondly, the variability of the colors indicates a pronounced interregional heterogeneity

of VoLGs for both voltage levels. Thirdly, the uncertainty of the VoLG is more pronounced

in the medium than in the low voltage level. The following paragraphs focus on these

three observations in more detail:

Since the higher voltage levels in general have higher capacities to transport electricity,

the VoLG in the medium voltage level was anticipated to be higher than in the low voltage

level. The lower box plot in Fig. 32 specifies this general observation and illustrates

the difference between the VoLG in the low and medium voltage level; Accordingly, the

median VoLG of the low voltage grid of 1.43 million e/km/yr is markedly below the

median VoLG of the medium voltage grid of 4.68 million e/km/yr. The upper box plot

in Fig. 32 reveals, that this does not root in the differences of the VoLL, whose relation is

exactly opposite: the VoLL of electricity directly consumed from the medium voltage grid

is substantially lower than electricity withdrawn from the low-voltage grid. Therefore, one

26Germany is subdivided into around 400 counties or around 11300 municipalities.
27Sorted by the share of unambiguously assigned population, the central 90% of operators are charac-

terized by an assignment ratio ranging from 56% to 100%.
28According to my calculations, the household sector consumes between 50.0% and 95,3% (range given

for the central 90% of operators) of electricity from the low-voltage grid of an individual DGO.
29Again, this ratio experiencing a significant variation from 0.00% to 56.10% for the central 90% of

operators.
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Figure 30: Low voltage grid: Value of Lost Grid (VoLG) in million e/km/yr within
individual distribution grid domains (left), and the uncertainty attached to it (right)
expressed as the relative average deviation d of minimum and maximum VoLG from the
mean VoLG in each grid domain (d = 1/2 · (VoLGmax − VoLGmin)/VoLGmean). Hatched
gray-colored domains indicate lacking data.
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Figure 31: Medium voltage grid: Value of Lost Grid (VoLG)) in million e/km/yr within
individual distribution grid domains (left), and the uncertainty attached to it (right)
expressed as the relative average deviation d of minimum and maximum VoLG from the
mean VoLG in each grid domain (d = 1/2 · (VoLGmax − VoLGmin)/VoLGmean). Hatched
gray-colored domains indicate lacking data.
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Figure 32: Box-and-Whisker plots (excluding outliers) of average VoLLs (top) and VoLGs
(bottom) for the low voltage (LV) and medium voltage (MV) grid. The central box
indicates the VoLL/VoLG range of the central 50% of the total electricity consumption
of the respective voltage level.

may conclude that the difference between the two voltage levels with respect to the VoLG

results from a high ratio of electricity consumption to grid length, which is moderated by

a countervailing characteristic of the VoLL.

With respect to the regional variability of the VoLG, Fig. 30 and Fig. 31 illustrate,

that the South-West and certain Western parts of Germany are characterized by compa-

rably high VoLGs in both analyzed voltage levels. Moreover, many smaller operators have

considerable high VoLGs. Comparing results on the VoLG to data illustrating the ratio

of electricity used per voltage level over area of the DGO’s domain (kWh/km2), illustrate

a positive correlation between the two quantities (not displayed in this work). Moreover,

comparing the interquartile range (IQR) of VoLLs and VoLGs in Fig. 32 illustrates that

the interregional heterogeneity of the VoLG is markedly higher than heterogeneity of the

VoLL30. In addition, the IQR of the VoLGs is markedly more pronounced in the medium

voltage level then in the low voltage level. Hence, the interregional heterogeneity in the

medium voltage grid is significantly higher.

Comparing Fig. 30 and Fig. 31 illustrates that the uncertainty attached to the

VoLGs in the medium voltage level is comparably larger compared to the low voltage

30The IQR of VoLLs is 15.7% of median low voltage VoLL and 55.5% of median medium voltage VoLL,
whereas the IQR is 76% of median low voltage VoLG and 109% of median medium voltage VoLG.
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level. This is rooted in the fact, that the mapping process, as described in Subsec. 4.2.2,

was less unambiguous for the low voltage level than for the medium voltage level. Hence,

information deduced from the VoLG calculations of the medium voltage grid is more

uncertain, than the conclusions that can be drawn from the VoLGs calculated for the low

voltage grid. However, due to the fact that mean VoLGs in the medium voltage grid may

differ up to an order of magnitude (compare lower box plot in Fig. 32), a comparison

between operators is still meaningful, especially having in mind, that the uncertainty

measure introduced is based on the maximum possible deviation from the determined

mean value.
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4.5 Discussion and Conclusions

This chapter of the dissertation resorted to an established economic concept (the VoLL

methodology) as a starting point to investigate differences in the economic value of the

electricity distribution grid infrastructure, in order to facilitate cost-efficient decision mak-

ing with regard to grid extension requirements and altering climatic conditions.

Based on macroeconomic data, the VoLL was determined on the spatial resolution

of German counties for five different sectors. However, a quantitative analysis of the

relative economic value of an electricity grid requires information not only on the economic

value generated by a unit of delivered electricity consumed from the respective grid. In

response this thesis suggests the VoLG concept, which is characterized by the idea to

relate the economic value generated due to the steady supply of electricity by a certain

grid infrastructure, to the infrastructure needed to enable that steady supply. Based on

this approach, the total economic value associated with the electricity consumed from

a DGO’s voltage level was determined (including a measure indicating the uncertainty

attached) and related to the grid length of the respective voltage level.

In principle, the results allow an operator- and voltage level-specific analysis of the

relative economic value of the respective grid infrastructure. With regard to the statistical

distribution of VoLGs in the two analyzed voltage levels, also a few general conclusions

can be drawn. Firstly, the ratio of the economic importance of the medium- to the low

voltage grid was quantified: the median VoLG of the medium voltage grid is more than a

three times higher than the median VoLG of the low voltage grid.

Secondly, comparing the statistical distribution of VoLLs to the distribution of VoLGs

showed that the interregional heterogeneity of VoLGs is substantially higher on both volt-

age levels compared to the heterogeneity of VoLLs. Moreover, in particular the medium

voltage grid is characterized by large variations in the VoLG. Domains of comparably

high VoLG are especially associated with those DGOs, characterized by a high ratio of

electricity consumption to domain area, which is often found in rather densely popu-

lated domains. Apparently, in these domains, less infrastructure is needed to supply a

comparably high amount of electricity to consumers. Examples of these domains are

most operators in charge of geographically rather small network domains and few larger

operators in the South-West and West of Germany.

Thirdly, the uncertainty attached to operator- and voltage level-specific VoLGs (result-

ing from the partly ambiguous mapping of sectoral electricity consumption from county-

to operator- and voltage level-resolution) was shown to be especially pronounced with

respect to the medium voltage level. Nonetheless, in many cases a comparison between

operators still provides meaningful insights, since (i) differences between the operator-

specific mean VoLGs in the medium voltage grid in many cases exceed the uncertainty
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attached to the individual VoLGs and (ii) having in mind that the uncertainty measure

introduced was based on the maximum possible deviation from the determined mean

value.

In a general sense, these outcomes contribute to an economic assessment of all events

potentially triggering electricity outages within the distribution grids: In domains with

high relative economic value generation of the grid infrastructure, there is – from an

economic perspective – an argument to opt for a relatively safer design of the infrastructure

compared to domains with less relative economic importance of the infrastructure (if

outage probabilities were uniform). Hence, this study’s results can contribute to the design

planning of expansions in the distribution grid with respect to resilience and redundancy,

and can provide guidance with respect to decision making on maintenance and retrofitting

measures. Further, regulators that currently control expenditures by DGOs primarily for

efficiency (Welle and Zwaan, 2007; Ward, 2013a) may consider whether operators have

proper incentives to invest such that the relative economic importance is incorporated in

their decision making.

The author does not expect the observed heterogeneity of relative economic impor-

tance of the distribution grid infrastructure to be unique for Germany. Hence, contingent

upon data availability, a transfer of the suggested methodology to other countries can

help identify differences in the relative economic importance of electricity distribution

infrastructures.

Finally, some remarks for the proper interpretation of this chapter’s findings need to

be reemphasized. One needs to be aware of the limitations arising from the assumptions

inherent in the production function- and household income approach, as discussed in

Subsec. 4.2.1. It has to be stressed that an economic evaluation can only be part of an

overall analysis which should certainly incorporate ethical and political considerations,

such as the potential implications when areas of less relative economic importance whose

inhabitants already feel socially and economically disadvantaged are treated differently

(in terms of outage security of the grid) from those areas of high economic importance.

Moreover, it has to be emphasized that the suggested approach is targeting at exploring

a measure that is superior to the VoLL in expressing and comparing the economic value

of the electricity distribution grids. Its derivation is based on heuristic considerations and

is, therefore, difficult to scientifically proof. Nevertheless, its interpretation contributes

relevant additional information to considerations on network architecture and grid design,

which the VoLL concept is not able to do.

Furthermore, this chapter’s results cannot replace a more regionally detailed analysis,

since within the domain of an individual DGO, the relative economic importance of the

operational reliability of each infrastructure unit may again vary significantly. Therefore,
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an assessment of the economic importance for each individual infrastructure unit may

guide decision making in a more precise manner. However, an analysis of this kind would

require information on VoLLs and structural grid data on a significantly increased spatial

resolution, which are either not publicly available or not collected by statistical offices.

Finally, this chapters findings cannot help answering the question whether the current

resilience and redundancy of the grid well reflects the economic risks it is exposed to,

since risk, as employed in the context of this thesis, is not determined by the implications

only. To this end the following chapter relates the identified differences in the economic

importance of the electricity distribution grid of this chapter to the findings of climate

change induced alterations of windthrow likelihood of 3, in order to derive conclusions on

the risks related to climate change on the electricity distribution networks.
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5 Risk of Windthrow-induced Network Outages

As stressed in Ch. 1, risk can be represented as the likelihood of the occurrence of

hazardous events multiplied by the impacts if these events occur (IPCC , 2014). Therefore,

the likelihood of a network interruption as well as its monetary implications should be

taken into account in the context of analyzing the risk on the electricity distribution

grid associated with climate change. In the following paragraphs, the results for the two

principal chapters of this thesis (Ch. 3 and Ch. 4) are integrated into one quantity

measuring risk.

Methodologically, this chapter basically depends on the definition of risk as the product

of likelihood times impact. The results of the windthrow index (compare Ch. 3) were

interpreted as windthrow likelihood, while the results of the VoLG calculation (compare

Ch. 4) provide operator-specific information on the economic impact of an interruption of

a certain grid infrastructure. Hence, the risk measure was determined from the product

of the VoLG and the windthrow index.

The Figs. 33 and 34 illustrate the resulting risk of the two analyzed scenarios (RCP4.5

and RCP8.5) for the period 2040 to 2069. Due to the sketched methodological limitations

(see next paragraph), the results allow for interregional comparisons only and cannot be

translated into meaningful monetary units. The results highlight regions of comparably

high risk to be primarily located in the mid-range mountain areas of North-Rhine West-

phalia, Baden-Württemberg and Bavaria. Interestingly, the Harz and the Thuringian-

Franconian mid-range mountain areas, which were identified to be characterized by the

most pronounced windthrow likelihood, are not highlighted to be at risk, due to the

comparably low relative economic importance of the grid infrastructure in these regions.

The results do not reveal substantial differences with respect to the two analyzed

RCPs. This relates, firstly, to the fact that one of the two streams feeding into the

risk calculation, the VoLG, is RCP-invariant, and secondly, the fact that the relative

inter-regional differences of the windthrow index are less substantial than the relative

inter-regional differences of the VoLG. In consequence, the differences in risk between the

two RCP scenarios are mostly not substantial enough to be captured by the relatively

coarse scale of the color bar.

Since the introduced risk measure is based on the results of the two subsequent chap-

ters, it features also the listed limitations with respect to the methodological approaches

and data these were based upon. The most important with respect to the windthrow

index are: (i) the potentially limited representativeness of the ensemble for the historical

reference period and the comparably low levels of robustness of the climate signal; and

(ii) the fact that the proposed methodology is not able to quantitatively determine the

likelihood for grid outages, due to a lack of data and methodology needed to translate
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Figure 33: Risk related to windthrow-induced outages of the medium voltage level of the
electricity distribution networks: Risk values are calculated as the product of VoLG and
the windthrow index determined for the climate change scenario rcp4.5 for the period
2040 to 2069. Values are normalized to the illustrated range. The results are shown on
the resolution of the Federal Tree Inventory (at least 4 km x 4 km). White colored regions
indicate lacking data to quantify the VoLG.
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RCP8.5 (2040 - 2069)
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Figure 34: Risk related to windthrow-induced outages of the medium voltage level of the
electricity distribution networks: Risk values are calculated as the product of VoLG and
the windthrow index determined for the climate change scenario rcp8.5 for the period
2040 to 2069. Values are normalized to the illustrated range. The results are shown on
the resolution of the Federal Tree Inventory (at least 4 km x 4 km). White colored regions
indicate lacking data to quantify the VoLG.
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windthrow of trees into outages of the electricity grid. The most important limitation

with respect to the VoLG methodology is the fact that within the domain of an individ-

ual DGO, the economic importance of the operational reliability of each infrastructure

unit may again substantially vary.

In addition, the integration of the two streams of information implies that projections

of future conditions for windthrow are blended with the current economic importance of

the electricity distribution network. The absence of future projections of the design of

electricity distribution networks, the longevity of electricity infrastructure and the slow

processes of adaptations and expansions of these infrastructure are certainly arguments

in favor of the conducted integration. Nevertheless, the reader should be aware of this

time gap between the two consolidated quantities.

Despite these limitations, the geographical heterogeneity of economic risks provides

important guidance to identify regions or operators subjected to over-proportionally high

economic risks associated with windthrow-induced outages of the electricity distribution

network. Thus, the results can contribute to the planning of the expansion of the distri-

bution grid with respect to resilience and redundancy towards these outages. However,

concrete response measures to these findings should be based on a more locally focused

analysis. The sketched results provide the basis to this end, as they facilitate identifying

regions of comparably high risk, where it is most promising to resort to an additional

analysis accounting for local features of the grid. The outlook at the end of Ch. 6 further

elaborates on these thoughts.
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6 Conclusions and Outlook

The German electricity grid is in transition in response to the challenges linked to an

increasing share of renewable electricity generation. The necessary adaptation- and ex-

tension measures in the forthcoming years are substantial especially with respect to the

distribution grid infrastructure. Beyond these challenges in the context of the energy

transition, the grid infrastructure has to cope with implications related to anthropogenic

climate change. Therefore, this dissertation argues that it is probably more cost-efficient

to combine the current need for extension requirements related to the energy transition

with the need to adapt the grid to climate change.

The risk associated with climate change impacts on the electricity grid infrastructure

was suggested as a guiding quantity to determine cost-efficient future grid expansion and

adaptation pathways. In this respect, intermediate research questions were posed (com-

pare Ch. 1) along the definition of risk formulated in the field of quantitative risk analysis,

where risk is defined as the likelihood of the occurrence of hazardous events multiplied

by the impacts if these events occur. Consequently, the two principal parts of this thesis

aimed at, firstly, contributing to the determination of the likelihoods of windthrow dam-

age to grid infrastructure (see Ch. 3) and, secondly, quantifying the resulting economic

consequences of a grid interruption (see Ch. 4). In the following, the overall conclusions

are set specifically into the context of the initial research questions.

Which atmospheric events trigger grid interruptions?

Identifying the relevant atmospheric events leading to grid interruptions is crucial, firstly,

for the identification of climate variables influencing the occurrence of these events, and

secondly, for the identification of the grid infrastructure units which are affected by these

events.

Therefore, an analysis of available literature and statistics on the reasons for customer

disconnections was conducted. It showed that historically windthrow constituted the main

contributor to atmospherically-induced customer disconnections in Germany. In the ma-

jority of these cases, wind causes trees to fall on the grid structures. But since the climatic

conditions in Germany are projected to change, the likelihood of the occurrence of events

triggering electricity outages gets modified. It is challenging to robustly project future

reasons for electricity outages, as past reasons for grid interruptions are not necessarily a

reliable indicator for future reasons for grid interruptions. However, expert assessments

identifying the increased occurrence of storms as one of the biggest risks associated with

the electricity transmission and distribution sector, indicate that windthrow is going to

constitute a major threat also under changed climatic conditions. In conclusion, this

motivates the focus on the influence of climate change on windthrow in Ch. 3.
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Moreover, the analysis of outage data indicated most incidents to occur on the medium

voltage level of the distribution grid infrastructure. Since the overheadlines of the trans-

mission networks run at substantially higher altitudes than the distribution networks,

they hardly experience any windthrow-related disconnections. In conclusion, the focus of

the analysis in Ch. 4 was set on the economic consequences of outages for the electricity

distribution networks.

How does climate change impact the likelihood for grid outages?

Due to the decades-long lifetimes of investments in the electricity grid infrastructure,

these structures should be adapted to the climate conditions prevailing during its lifetime.

Therefore, a windthrow index was developed to investigate how the climatic conditions

for windthrow in the period 2040 to 2069 differ from historical climate conditions (1970

to 1999). Beyond the wind climate, also other local climatic conditions (i.e. soil moisture

and soil temperature) were considered in the index design.

For the historical reference period (1970 to 1999), the windthrow index was most pro-

nounced in the German mid-range mountain areas (e.g. the Black Forest, the Sauerland,

the Harz and the Ore mountain ranges and parts of Bavaria). However, due to the dif-

ferences between the index results of an ERA-Interim based calculation and a calculation

based on the climate simulation ensemble (for the historical reference period), it remains

unclear whether the ensemble median of the reference simulations can be considered rep-

resentative for observed historical climate conditions. The reason for these differences was

shown to relate to the formulation of exposure in the index design, which grants substan-

tial influence to events of very low probability. Nevertheless, assuming any systematic bias

to be present in historical as well well as future climate simulations, the interpretation of

relative climate change signals is not constrained by this finding.

With respect to the two analyzed climate change scenarios (RCP8.5 and RCP4.5),

increases of up to a doubling of the windthrow index (in comparison to the reference

climate) were calculated over most Southern parts of Germany and over some areas in

the vicinity to the North and Baltic Sea. The Harz and the Thuringian-Franconian

mid-range mountain areas, however, which were identified to host the historically most

pronounced windthrow index values, are projected to be affected by comparably modest

(largely not robust) increases only. Most areas over the rest of the North of Germany are

characterized by less pronounced increases, indifferent changes or even small decreases.

However, the fact that robustness is identified only for a small share of areas indicates the

substantial uncertainty with respect to the climate change signal of the windthrow index.

Admittedly, the initial research question – to deduce changes in the likelihood for grid

outages – can be answered to a limited extent only by the conducted analysis. This relates
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to several reasons hampering to establish a quantitative relation between windthrow and

electricity outages: Firstly, the windthrow index is meant to reflect general factors that

do not depend on human preferences or managing methods. In consequence, the index

cannot be used to assess whether windthrow actually occurs or not, but enables a com-

parison for the climate conditions for windthrow. Secondly, there is a lack of information

on the exact routing of OHLs and their proximity to trees. Thirdly, grid infrastructure

damages also depend on prevention measures undertaken by operators. Such information

are neither publicly available nor could an adaptation of these measures be robustly pro-

jected in the context of climate model simulations. Finally, a damaged infrastructure does

not necessarily imply electricity outages, due to redundancies in the electricity network.

Hence, a quantification of the impacts of singular interruptions would require the appli-

cation of electricity flow models, which should be addressed in a spatially higher resolved

analysis (compare outlook paragraph at the end of this chapter)

Despite these limitations, the information on regional differences in the climatic condi-

tions for windthrow, its projected future changes as well as accompanied uncertainties, can

provide decisive knowledge on how to adapt vegetation management along the routings

of OHL to changing climate conditions. The grids’ exposure to an increase of windthrow-

favoring climate conditions could be reduced by efforts preventing interruptions, such as

regular clearings of the power-line corridors, or more redundant network architectures.

However, decisions on the cost-efficiency of such measures also depend on the economic

loss resulting from distribution grid interruptions. This is addressed by the subsequent

research question.

What is the economic impact related to a grid interruption?

Having investigated climate related changes in the likelihood for windthrow, the analysis

conducted in Ch. 4 focused on determining the economic implications related to interrup-

tions of the distribution grid. To this end, the Value of Lost Load concept was employed

as a starting point to investigate the economic value of the electricity distribution grid in-

frastructure. Due to deficits in the methodology to facilitate cost-efficient decision making

with regard to grid extension requirements and altered climatic conditions, an expansion

of the VoLL concept – introduced as Value of Lost Grid (VoLG) – was proposed.

This allows for an operator- and voltage level-specific analysis of the relative economic

value of the grid infrastructure. The results reveal pronounced interregional variability of

the VoLG, which indicates substantial regional differences with respect to the economic

consequences of an outage. Especially the medium voltage level – identified as the grid

level the most often subjected to windthrow-induced grid interruptions – is characterized

by outstanding variability.
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Further, it was concluded, that areas of comparably high economic importance are of-

ten operated by DGOs characterized by a high ratio of electricity consumption to network

area, which is often found in densely populated regions. Apparently, in these regions, less

infrastructure is needed to supply comparably high amounts of electricity of often higher

added value.

Hence, if outage probabilities were spatially uniform, there was an economic argument

to opt for a relatively safer design of the infrastructure in these regions, compared to

those with less relative economic importance of the infrastructure. However, the analy-

sis conducted in Ch. 3 illustrated the likelihood for windthrow not to be spatially uniform.

What is the risk associated with climate change impacts on the electricity

grid infrastructure?

The integration of the results of the two main chapters into one risk measure enabled

to identify grid regions of comparably high economic value which are, at the same time,

subjected to a comparably high likelihood of windthrow under future climate conditions.

The results highlight regions of comparably high risk to be primarily located in the mid-

range mountain areas of North-Rhine Westphalia, Baden-Württemberg and Bavaria. For

those distribution networks where climate change is projected to increase the economic

risk related to windthrow, operators might be subjected to unprecendented conditions to

which they need to adapt their vegetation management along the power-lines and network

design.

Note that the interpretation of the results of the risk calculation are subjected to the

same limitations listed with respect to the methodological approaches in the context of

the previous paragraphs. In relation to these limitations, it needs to be stressed that this

work cannot answer the posed research question in a qualitative sense, i.e. it cannot be

concluded that the grid of operator X is cost-efficiently designed and adapted, while the

grid of operator Y is characterized by a too high or too low level of reliability of supply.

However, the results clearly indicate a high level of heterogeneity with respect to risk

which is neither reflected in the standards according to which the grid is designed (these

account for past climatic conditions only) nor in the regulatory schemes incentivizing low

(or more precise: cost-efficient) levels of grid outages. Regulatory schemes could for ex-

ample reflect that outages in certain regions lead to higher economic costs than outages

in other regions, by punishing outages in the former region more than outages in the latter.

Outlook

In addition to the presented results a more locally focused analysis, accounting for local

features of the grid and its likelihood of being affected by windthrow induced outages,
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could be beneficial. Such an analysis would require information on the exact routing of

OHLs, the infrastructures proximity to trees and forests, the vulnerability of these tree

species to windthrow and past data on the occurrence of windthrow along the lines. With

respect to the evaluation of the economic importance of the grid, the suggested VoLG

methodology could be applied to individual network entities. Such a regionally focused

analysis could be beneficial to reflect differences of the outage likelihoods and the economic

importance of infrastructure at a spatial resolution resolving individual lines. Accounting

for these would guide decision making with respect to adaptation and grid expansion in

a more precise manner. As a prerequisite, information at these resolutions need to be

collected and made available.

Nevertheless, the geographical heterogeneity of risk related to windthrow provides im-

portant guidance to identify regions or operators for which such an in-depth investigation

could be promising. The South of Baden-Württemberg, for example, which was identified

to be a high risk region, is also characterized by a comparably high share of OHLs within

the medium voltage level of the distribution grid (compare Fig. 3). The same holds for the

mid-range mountain areas in the East of Bavaria and some other Bavarian regions. High

shares of OHLs do not necessarily imply a high vulnerability to windthrow. But these

results indicate that a more detailed analysis should be conducted to inquire whether the

identified coincidence of high windthrow likelihoods and high economic importance of the

grid is reflected by more resilient network structures and higher efforts to prevent grid

interruptions.

To the author’s knowledge, this is the first study in the context of climate change

induced risks for the electricity grid infrastructure integrating climate change information

with information on the economic relevance of electricity distribution networks. There-

fore, the proposed methods are to be interpreted as an example of an interdisciplinary

methodological contribution aiming to strengthen and support the scientific basis for cli-

mate services to the electricity distribution sector, and as a tool to identify distribution

grids which should be more closely analyzed with respect to climate change induced outage

risks.
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A Appendix

A.1 Sensitivities of trees to windthrow

Lagergren et al. (2012) suggest species-dependent species-dependent vulnerability coeffi-

cient of 1.0 for Norway spruce, 0.5 for Scots pine and 0.1 for the remaining species. Kohnle

and Gauckler (2003) suggest vulnerability coefficient of 0.16, 0.2 and 0.06 for beech, oak

and other deciduous tree species respectively. In order to deduce vulnerability coefficients

that also depend on soil depth and -type, this thesis resorts to the soil anchorage co-

efficients for the four different soil types and two different soil depths as employed by

the mechanistic-empirical model for windthrow ForestGALES (Forestry Commission and

Forest Research, 2015), as explained in the subsequent paragraph:

The mean anchorage coefficient of spruces are, for example, quantified based on the

mean of the eight anchorage coefficients (for each combination of soil type and depth):

163.8 Nm/kg. Assuming that this coefficient relates to a vulnerability coefficient of 1.0,

as assumed for the species in general, deviations of the species-, soil-depth and soil-

type dependent anchorage coefficients are used to deduce deviations of a certain soil

type/depth-combination from this mean vulnerability coefficient. In the context of the

chosen example: Since spruces growing on soil type A and a soil depth below 80 cm have

an anchorage coefficient of 153.2 Nm/kg, these are 6% more vulnerable to windthrow

than the average coefficient of 163.8 Nm/kg. Consequently, based on a simple cross-

multiplication, the vulnerability coefficient of the respective soil type/depth-combination

is assumed to amount 1.06.

The same procedure is conducted for Scots pines. However, tree pulling experiments

have only been conducted on soil type A (Nicoll et al., 2006), therefore, for the remaining

soil types the mean vulnerability coefficient of 0.5 was assumed. The results of these

calculations can be found in Tab. 1 of the main body of this dissertation.

A.2 Validation of Soil Temperature Proxy

How realistic is the soil temperature proxy to represent „real-world“ soil temperature? Fig.

35 compares the time series of the historical soil temperature at an arbitrary grid point,

to the soil temperature proxy calculated. The proxy is computed for both, the weighting

function C(t) derived from the historical simulation and from the evaluation simulation.

In either case, the first 30 elements of the weighting function were used (t ∈ [0 : 29]). It can

be observed that the soil temperature proxies reproduce the simulated soil temperature

to a certain extent, but do not perfectly follow the simulated soil temperature. The next

paragraph elaborates on the skill of the proxy over the entire domain of interest.
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Deviations of the proxy from the simulated soil temperature become relevant, when the

proxy incorrectly reproduces the state of the soil (i.e. the proxy is of negative temperature

while the simulated soil temperature is positive or vice versa). To quantify the proxy’s skill

to correctly reproduce the state of the soil, the number of situations during which the proxy

and the simulated soil state indicate a frozen soil (n = {S|Tproxy < 0°C ∩ Ttd4 < 0°C})

were related to all situations (S) during which either the proxy or the simulated soil

temperature are below 0◦C (N = {S|Tproxy < 0°C ∪ Ttd4 < 0°C}). Fig. 36 (a) illustrates

the resulting ratio of the two quantities (n/N) for the historical simulation based on the

weighting factor C deduced from the same simulation. Accordingly, in 70 to 90% of all

cases (where either the soil proxy or the soil temperature (TD4) indicate a frozen soil state)

the proxy is in agreement with the soil temperature about the soil state. Nonetheless,

this skill can in some cases amount to only 30 to 40%, and at very few locations close to

the Sea the proxy’s skill can even reach 0%.

Fig. 36 (b) highlights that the application of the weighting function C calculated based

on the evaluation run and applied to the atmospheric temperature of the historical run, in

almost all cases only marginally decreases (mostly in the range of 0 to 5%) the skill of the

proxy to predict the state of the soil. This indicates, that the weighting function derived

from the historical simulation can also be applied to determine the soil temperature of the

evaluation simulation based on the evaluation’s atmospheric temperature. This indicates

that the mean of the two weighting functions calculated for each of the two simulations

can be applied to any other REMO simulation, and – assuming that REMO physically

correctly reproduces energy fluxes from the atmosphere to the soil and within the soil –

also in any of the other RCM simulations which are included in the ensembles employed

for the analysis conducted in this thesis (compare Sec. 3.3).

A.3 Validation of Soil Moisture Proxy

How realistic is the soil moisture proxy representing actual soil moisture? Fig. 37 com-

pares the time series of the relative soil moisture to the soil moisture proxy calculated

based on the weighting function D (compare Subsec. 3.2.2). It can be observed that the

soil moisture proxy reproduces the simulated relative soil moisture to a certain extent,

but does not perfectly follow the simulated soil temperature.

Fig. 38 illustrates the RMSE between the soil moisture proxy and the simulated

moisture saturation of the mHM-based dataset for the same period (1970 to 1999) used

to determine the weighting function D(t). The figure indicates that the proxy’s skill to

reproduce soil moisture varies regionally.
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the soil temperature in the histor-
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soil temperature proxy either de-
rived from the historical simulation
(red) and the evaluation simulation
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Figure 36: (a): Skill of the proxy to correctly reproduce the state of the soil for the his-
torical simulation, based on the weighting factor C(t) deduced from the same simulation.
The colorcode indicates the share of situations during which the proxy and the simulated
soil state indicate a frozen soil (n) in relation to all situations during which either the
proxy or the simulated soil temperature are below 0◦C (N). (b): Relative reduction of
the proxy’s skill when the weighting factor is based on the evaluation simulation instead
of the historic simulation.
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Figure 37: Comparison between the water saturation of the soil (blue), the calculated soil
moisture proxy (dotted blue), and the difference between precipitation and evaporation
(red) at an arbitrary grid point (11.21°E, 51.44°N) for the year 1990.
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Figure 38: The RMSE of the soil moisture proxy compared to the soil moisture to which
the weighting function D was calibrated (compare Subsec. 3.2.2). The RMSE is calculated
for the entire calibration period (1970 to 1999).
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Soil categories Soil acronyms used in BUEK200/BUEK1000 dataset

A

FF, FS, OO, OL, RN, RQ, RR, RZ, TT, TC, DD, BB, LL,
Ln, LF, PP, PS, CF, CR, VV, VW, XX, YK, Yk, YE, YO,
YY, YU, YV, AO, AQ, AZ, AT, AB, MR, MC, MN, MH,
MD, MK, MO UeA, IA, IW, JP, JG, JS, JD, F

B GG, Gq, GN, SS, Sn, ’SH, SG

C GM, GH

D HN, HH, KV, KM, KH

Table 3: Reclassification of BUEK200/1000 soil categories into the four different soil
categories: freely-draining mineral soils (A), gleyed mineral soils (B), peaty mineral soils
(C), deep peats (D).

A.4 Reclassification of soil data

The raw soil classifications as in the used BUEK200/1000 datasets cannot be directly used,

since the vulnerability coefficients of trees are available for four soil types only. Therefore,

for each domain of the Federal Tree Inventory, the dominant soil types according to the

subdivision into the four different soil types were determined, based on the dominant soil

category in the overlap area between the shapefile of the respective domain of the Federal

Tree Inventory and the shapefile of the BUEK200/1000 soil type file. To this end, the

different soil types in the raw data were reclassified into the four categories A to D. Tab.

3 shows, which soil acronyms of the BUEK data were assigned to which soil type.

A.5 Mapping of Household’s Electricity Consumption

As indicated in section 4.2.2, it is not a straightforward task to combine structural grid

data, as published by each DGO, with VoLLs determined from macroeconomic data on

county resolution. To be able to combine these data sets, both need to relate to the same

reference unit. Hence, a harmonization of the resolutions is required, which motivated

a mapping of electricity consumption (attached with each sector’s county-specific VoLL)

from county to operator resolution. For this purpose, it was made use of geographic

intersections between counties and operators, as specified below.

The suggested methodology to determine the electricity consumption by households

with respect to each DGO requires information on the population living in county c

supplied by operator o: P (u)a(c, o). The superscript ua/a indicates whether population

was unambiguously or ambiguously assigned from county c to operator o. P (u)a(c, o) was

determined on the basis of a five step process as elaborated on in the following paragraphs.

To facilitate understanding, the following nomenclature is introduced: Let C be a set of
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all counties and O be a set of all DGOs. A(c) and A(o) shall constitute the geographic

domain of county cǫC and DGO oǫO respectively. Further, let A(o, c) be the geographic

intersection of county c and DGO o: A(o, c) := A(c)∩A(o). Further, a(c), a(o) and a(o, c)

denote the geographic domain size of A(c), A(o) and A(o, c).

At the beginning of the five step process, those DGOs o were identified for which

a(o, c) > 0.99·a(c) holds. This condition implies that o is an (almost) complete subdomain

of only one county c. Consequently, all inhabitants of c were unambiguously assigned to

operator o.

In step two, those DGOs were identified which, in conjunction with any of those

DGOs to which population has been assigned already in step one, exactly cover a county.

Precisely formulated, this means: Assuming, that o1 overlaps with county c1 (overlapping

area: a(o1, c1)), and that people from county c1 had already been assigned to an arbitrary

number of other DGOs oj (j 6= 1) in step one (which means, that these oj are (almost)

completely geographically covered by county c1). Then, the remaining population of c1

(which has not yet an unambiguous link to any DGO ) was unambiguously mapped to

o1. These conditions can be expressed in the following inequality:

a(o1, c1) +
∑

∀j of step 1

(a(oj, c1)) ≥ 0.99 · a(c1)

Thereafter, in step three, it was made use of population reporting on municipality

resolution31. Analogously to step one, the population of a municipality was mapped onto

a county o, if its geographic intersection is at least 99% of the municipality’s domain size.

In step four, those population numbers were mapped, which have not been unambigu-

ously assigned to any DGO yet. Based on the size of the geographic intersections with the

overlapping counties, a maximum number of people from each county was determined,

which could potentially consume from that specific DGO. This maximum number of

people was constrained either by the total number of people living in the county domain

which have not been unambiguously mapped onto another DGO yet or by a maximum

population density of 5000 inhabitants/km2. The second constraint prohibits that small

geographical intersections exert unrealistic influence on the calculation32.

After these four steps, onto each DGO a certain population number has been (un)-

ambiguously ambiguously mapped from counties to operators (P ua(c, o) and P a(c, o)).

For some DGOs it was possible to further increase the share of unambiguously mapped

population; namely in those instances where the difference between unambiguously as-

31Each county is subdivided into at least one municipality. In Germany there are about 11,300 of the
latter.

32This constraint was chosen heuristically, derived from the population density of the most densely
populated municipality in Germany, which is 4,601 persons/km2 (Federal Statistical Offices, 2015).
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signed population and the total population supplied by a specific DGO could only be

explained if a certain fraction of the so-far ambiguously assigned population, P
a

(c, o), is

instead unambiguously assigned to the same operator. Mathematically, this implies that

as long as the inequality

(
∑

c

P ua(c, o)

)

+

(
∑

c

P a(c, o)

)

− P a(c, o) < P (o)

holds (with P (o) being the number of people supplied by each DGO ), population was

shifted from P a(c, o) to P ua(c, o).

A.6 Mapping of other Economic Sectors’ Electricity Consump-

tion

Based on the determination of total electricity consumption by households, the electricity

consumption which is to be assigned to the remaining economic sectors was determined.

For these sectors, in analogy to the assignment of the population data, an unambiguous

and an ambiguous mapping based on geographic overlaps was performed. However, for

most of the other economic sectors it is unclear from which voltage level the electricity is

consumed. Therefore, the fraction of ambiguously mapped electricity is significantly larger

than for the household sector. The heuristic rationales according to which the mapping

was performed are the following: (a) The manufacturing & mining sector withdraws the

majority of its electricity supply from the higher voltage levels (high and medium voltage

grid). (b) The sectors agriculture and services withdraw the majority of its electricity

supply from the low and medium voltage grid. (c) The higher the geographic intersection

between a county and a DGO , the higher the probability that sectors located in c con-

sumed its electricity from the intersecting DGO o. (d) Only for the construction sector,

it was unambiguously mapped onto the low voltage level (in case the DGO was certain).

We operationalize the previous observations as follows: Based on (d) and (c), it was

assumed that when the geographic intersection area a(c, o) is above 80% (90%, 95%,

99%) of a(c), 15% (30%, 60%, 100%) of electricity consumption by the construction

sector can be unambiguously assigned to the low voltage grid of the respective DGO o.

The remaining 85% (70%, 40%, 0%) were mapped unambiguously onto the low voltage

grid. From (a) and (b) was deduced, that an unambiguous mapping is not possible for the

remaining sectors, due to the uncertainty from which voltage level these sectors consume

electricity. Hence, these sectors’ electricity consumption was ambiguously mapped in the

following manner: (i) I ambiguously mapped 100% of the electricity consumed in county

c by the agricultural and the services sector, and 10% of the manufacturing & mining
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sector onto the low voltage level of the respective geographically intersecting operator o;

(ii) I ambiguously mapped 100% (100%, 100%) of the electricity consumed in county c by

the agricultural (services, manufacturing & mining) sector onto the medium voltage level

of the respective operator; (iii) I ambiguously mapped 10% (10%, 100%) of the electricity

consumed in county c by the agricultural (services, manufacturing & mining) sector onto

the high voltage level of operator o. Issue (c) was reflected by reducing the maximum

amount of electricity ambiguously assigned to a DGO o, if the geographic intersection ratio

a(c, o)/a(c) is small: Concretely, in case of a geographic intersection ratio a(c, o)/a(c) of

less than 20% (10%, 5%, 1%), not more than 60% (40%, 20%, 10%) of the electricity

consumption of economic sectors in county c were assigned to the consumption from any

voltage level of the geographically intersecting DGO o.

Finally, in analogy to step five of the mapping of population data (compare Appendix

A.5), the share of unambiguously mapped electricity consumption was increased by shift-

ing fractions of so-far ambiguously assigned electricity consumption to the unambiguously

assigned consumption. This can be performed for those ambiguously assigned electricity

consumptions ECa(s, c, v, o) for which the following inequality holds:

(
∑

c

ECua(s, c, v, o)

)

+

(
∑

c

ECa(s, c, v, o)

)

− ECa(s, c, v, o) < EC(v, o)

with EC(v, o) being the total electricity consumption from voltage level v of operator o.

A.7 Uncertainty of the VoLL and VoLG on operator resolution

Based on the minimum and maximum values of the VoLL, a measure was introduced that

mirrors the uncertainty induced by the partially ambiguous mapping process. To this end,

a probability distribution function (pdf) of the VoLL of a random kWh of electricity was

determined, based on the ambiguously assigned electricity consumption and its assigned

VoLL.

This, however, does not constitute a useful measure to quantify the uncertainty at-

tached to the actual amount of electricity consumed, which can be illustrated by the

following example: Assume that the low voltage grid of a certain DGO delivered 10 GWh

of electricity annually. The mapping process enables to determine for 7 GWh, which sec-

tors in which county unambiguously consumed from this DGO’s grid. Assume a scenario,

according to which for the remaining 3 GWh, a number of sectors, whose consumption

add up to 4 GWh, potentially (ambiguously) consumed from that specific operator. The

uncertainty attached to the VoLL of the 3 GWh is certainly much lower, compared to an-
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other scenario (with identical probability distribution of VoLLs), where the ambiguously

assigned consumption amounts 40 GWh instead of 4 GWh. Hence, the pdf of the VoLL

of a random kWh of electricity of the ambiguously assigned electricity consumption does

not constitute a meaningful measure.

Due to the discrete nature of this mathematical problem, one cannot resort to the

mathematics of combinatorics to determine a probability distribution of the resulting

VoLL or VoLG for a voltage level of a DGO. In consequence, this study opted for mini-

mum and maximum values of VoLL and VoLG as a measure of uncertainty in the manner

already described . In order to facilitate a quick comparison between uncertainties at-

tached to the mean VoLG, the relative average deviation of minimum and maximum from

the mean value (d = 1/2 · (VoLGmax − VoLGmin)/VoLGmean) was determined.
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