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Chapter 1

Introduction

1.1 Motivation

Since 2000, data generation has been rapidly growing from various sources such as

Internet usage, mobile devices, and industrial sensors in manufacturing [Hilbert and

López, 2011]. As of 2011, these sources were responsible for a 1.4-fold annual data

growth [Manyika et al., 2011]. Furthermore, the storage and processing of the data

has become less expensive and facilitated due to technological developments, such as

distributed and in-memory databases, running on commodity hardware, and decreasing

hardware prices [Armbrust et al., 2010]. The resulting massive influx of data has inspired

various notions, with the most popular notion being Big Data. For companies, this

trend becomes a major topic of interest. Independent of the industry, the amount of

data influences a plurality of processes along the value chain [BMWi, 2014], thus has the

potential to change how companies work. Data analysis has changed from being merely

just one amongst numerous company-internal topics to being one of the most prioritized

and valued focus subjects throughout companies [Accenture and GE, 2015].

The hype of Big Data can be recognized both amongst practitioners as well as in the

scientific community. Taking the practitioners dimension, several developments, such as

trends in the general interest of specific searches (e.g. referring to the development seen

in the Google trend tool for the query "Big Data", that shows an significant increase of

1
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Figure 1.1: Interest in Big Data using Google Trend function with the keyword "Big
Data"3

interest in this topic since the year 20111 2) or in political initiatives (e.g. multi-million

cooperation projects, led by the Federal Ministry for Economic Affairs and Energy for

ideas to improve the use of data [Bundesministerium für Wirtschaft und Technologie,

2014]), indicate the increased interest of the public.

Besides the general interest, Big Data is also seen as a competitive advantage and com-

panies feel the need to improve the capabilities in this field. Considering for example the

information technology industry and consultancies, the share of business activities con-

nected to this field has been steadily increased. Following the German trade-association

Bitkom, the world wide turnover generated with Big Data related services and products

is expected to rise from 23.6 Billion Euros in 2011 to 166 Billion Euros in 2016 [Weber

and Shahd, 2014].

A similar development can be found for the number of scientific publications on Big Data

1The Google Trend tool analyzes the number of queries for one keyword in relation to the overall number
of keywords and the change over time.

2The public and science groups cannot be treated completely separate as a scholar might use Google as
a starting point for the research on Big Data as well. Nonetheless, scientific databases such as Scopus
and ACM Digital Library can be utilized similarly as google trends indicators for interest in a certain
topic.

3The graphic is developed based on the google trend tool. The tool can be accessed via
https://www.google.de/trends/
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Figure 1.2: Number of publications listed in the research database IEEE Xplore for
the period 2009 - 20164

as an indicator for the interest of the scientific community. Following the aforementioned

significant increase of interest in Big Data since 2011, the course of interest from the

scientific community in Big Data, - taking the number of publications from the scientific

database IEEE Explore as an example - shows a similar development compared to the

public interest in Big Data. The topic of Big Data gained relevance in multiple research

disciplines, e.g. computer science [Herodotou et al., 2011], information system research

[Agarwal and Dhar, 2014], biology [Marx, 2013], and medicine [Chawla and Davis, 2013].

In addition, formats for discussion increasingly emerged, resulting in the creation of

subject specific journals and conferences, such as Big Data Journal, IEEE Conference

on Big Data, and International Congress on Big Data.

Taking this breadth of disciplines and continuous growth of consideration into account,

it becomes apparent that despite the partly negative consequences from the increasing

orientation towards sheer data [Boyd and Crawford, 2012], following the Gartner Hype

Cycle for emerging technologies 2014, [Rivera and van der Meulen, 2014], Big Data has

overcome the phase of being a momentary hype, being in a phase of disillusion and on

its way to a productivity phase.

4The illustration is based on the results from the IEEE Xplore database query of the keyword Big Data
in key words, abstract and title over all disciplines beginning in the year 2009 till 2015.
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1.2 Statement of the problem

The relevance of Big Data and this research becomes apparent when looking at its

perception by practitioners. Despite its novelty, Big Data is already perceived as a

competitive-relevant topic. Following the survey by Accenture and GE [2015], the biggest

concern for a company not having implemented a big data strategy properly would be

a loss in market share to their competitors. Fostered by the information technology

industry’s driven marketing, companies increasingly perceive the urge of improving their

handling of (Big) data.

As it will be further discussed in Chapter 2, Big Data is not limited to a technological

capabilities, which have already been perceived since the 1990s as a competitive factor

[Powell and Dent-Micallef, 1997]. Capabilities with relevance for the successful handling

and utilizing of Big Data belong to diverse fields such as organization and management.

These will be exemplified in the following chapter.

This high perceived relevance in combination with the dynamic development of the topic

leads likewise to challenging situation from a company’s point of view. With regard to

the diversity of existing applications and the early stage of operationalization, only a few

best practices for the handling of Big Data exist. Therefore, companies are faced on the

one hand with numerous fields of potentially relevant and advantageous possibilities and

on the other hand, with an insecurity and uncertainty as to which capabilities should be

developed in order to utilize the available data in the most successful way possible.

This managerial decision is the starting point for the research in the thesis at hand. The

resulting research question is:

How can the analysis of huge data amounts from different sources and with

heterogeneous structures be improved?

One approach for the identification of capabilities and their allocation to different levels

of professionalism are maturity models. Maturity models describe the capabilities of

companies in a specific topic [Paulk et al., 1993]. They belong to the field of design

science research and are called artefacts in the language of information system research.

In order to identify the need for actions and developments regarding the improvement
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of the use of Big Data applications, companies need information about their current

maturity and potential future development [Becker et al., 2009]. The characteristics

of maturity models will be explained in detail in Chapter 3. In the next section, an

overview about types of research in the field of information systems is provided and the

research carried out in this thesis is classified.

1.3 Scientific-theoretical and topical classification

The research conducted in the following chapters can be assigned to the field of informa-

tion system research. Research in this field can be distinguished into Behavioral Science

and Design Science.

Mettler [2010] gives an overview about characteristics differentiating the Behavioral Sci-

ence and the Design Science Paradigm. The characteristics of Goal, Process of Knowl-

edge Generation, and Evaluation of Knowledge especially explain the classification of

the research project in the field of design science (Table 1.1).

With regard to the research question, no underlying theory - as noted for Behavioral

Science - is applied to identify and evaluate companies’ capabilities in dealing with Big

Data. Instead, the resulting maturity model as an artefact can be used to change reali-

ties, i.e. the improvement of capabilities based on the maturity evaluation.

Targeting the process of knowledge generation, the generalization which is associated

with Behavioral science does not fit to the character of maturity. As it will be further

explained in Chapter 3, maturity is characterized by its relativity and dynamic. Capa-

bilities associated with a high maturity can decrease in maturity in the course of time

as the topic in focus evolves, resulting in an overall improvement of capabilities. Con-

sequently, maturity is associated with a specific point in time and is subject to a high

dynamic. Therefore, a generalization of results is hardly possible. Maturity models can

rather be understood as approximations to the real world.

In contrast, the iterative approach of Design Science Research fits to the described char-

acteristics, leading to the possibility of a continuous fitting of the developed artefact to

changes of the environment.

This approach further applies to the evaluation of knowledge. The separation of knowl-

edge generation and application is not possible as during each application of the maturity

model, knowledge about needed fittings, resulting from the dynamics described before,
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Table 1.1: Characteristics of Behavioural Science and Design Science [Mettler, 2010]

Behavioural Science Design Science Research

Goal Description and
explanation of realities
based on theories

Change of realities based
on artefacts

Perception of reality An ontic reality exists
which is responsible for
the perception of the
subject (realism)

An ontic reality exists; it
is linked to a subject
which results in a
distortion of the findings
(relativism)

Evaluation of knowledge A logical separation of
knowledge generation and
knowledge application
exists. Methodological
principals and procedures
are supposed to guarantee
the quality of the
knowledge (positivism)

A logical separation of
knowledge generation and
knowledge application is
not possible/not intended.
Little methodological
rigour; Firmness of the
argumentation defines the
goodness of the knowledge
(pragmatism)

Construction of knowledge It is expected that
socio-technical
connections can be
explained based on
empirical data
(reductionism)

Data are the basis for the
artefact construction but
they cannot be used to
draw one’s own
conclusions on the holistic
context (emergence)

Process of knowledge
generation

Gathering, analysis,
interpretation,
generalization (sequence)

Analysis of the problem
and problem formulation,
development respective
adoption of concepts,
evaluation and
re-calibration, synthesis
(iteration)

Interaction with the
subject of analysis

Actions, which influence
the subject of analysis
should be defaulted
(observer)

Possibilities of influence
for targeted changes are
used actively
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is generated. These aspects result in a classification of the model in the field of Design

Science.

As it will be demonstrated in Chapter 3, it is the first maturity model in the field of

Big Data. Consequently, the goal is to construct a more generalized model, which can

be used as a starting point for future industry and application specific maturity models.

Therefore, the goal of the thesis based on the research question is to solve a design

problem.

The associated, formulated goal of this thesis thus is

The development of an industry-independent maturity model for the field of

Big Data

In the course of research, two further goals are pursued:

• A quantitative approach for the model population is applied in the course of the

maturity model construction. Based on the results, it is evaluated in how far

quantitative approaches, originally used for the population of maturity models for

established disciplines, are applicable for topics that contain both novel as well as

established aspects, e.g. Big Data.

• The development and testing of a maturity model evaluation process that is sup-

posed to analyze how far the character of maturity as understood in the practical

context is correctly represented in the developed model.

In current research so far, those aspects have not been approached in a comprehensive

manner dealing with maturity models on Big Data and will be explained in Chapter 3

and 4 in more detail.

The research goals can be taken as a starting point for the classification of this thesis

in the different fields of Design Science Research. The research in the field of Design

Science Research can be distinguished as well into two groups, Design Science and Design

Research (figure 1.3).

Design Science reflects the design research process and aims at creating standards for its

rigour. It focuses on considerations regarding the artefact construction and evaluation.
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Design Research, in contrast, creates solutions to specific classes of relevant problems

by using a rigorous construction and evaluation process. Related research is focused on

the development of new artefacts and the adoption of existing ones [Winter, 2008].

The thesis at hand has its primary focus on Design Research as a new artefact - the

maturity model - is developed. Additionally, in contrast to existing works, the results

also contribute to the field of Design Science as both a new artefact construction process

and an artefact evaluation approach are developed. This classification of the output

becomes clear, when looking at the classification approach by March and Smith [1995].

Following their work, research in the field of Design Research can lead to four different

outputs; Constructs, Models, Methods, and Instances:

• Constructs can be understood as a basic language, a nomenclature, which is used

to describe phenomena. They act as a conceptual foundation for the description

and problem solving.

• Models can be defined as the combination of different constructs. A more detailed

discussion about models can be found in Chapter 3.

• Methods are used in the problem-solving context as well. They are on a more de-

tailed level in contrast to models as they contain a description of how an improved

state can be achieved.

• Instances are the transfer of constructs, models, and models into a physical imple-

mentation, mostly software, used for the problem solving.

The research of this thesis leads to two outputs: constructs and models. The latter is

the primary focus, as the aspired result of the work is the development of a maturity

model for the field of Big Data. In the course of the research, similar to the work by

Mettler [2010], an ontology is developed which contains the primal constructs of maturity

evaluation.

The development of an instance, in this case the software-based implementation of the

maturity model for standardized evaluation purposes, is not in the scope of this research.

After the classification of the research, the applied research methods are presented in

the next section.



Chapter 1. Introduction 9

Figure 1.3: Reference Frame for Design Science Research along the contained sub-
research fields, the targeted problem, and the solving approaches [Winter, 2008; March

and Smith, 1995]

1.4 Applied research methods

The thesis at hand pursues a multi-method approach. Three different research methods,

all three being quantitative and qualitative, are applied.

Design Science Research acts as a contextual bracket. The maturity model to be devel-

oped belongs to the field of reference models and represents an artefact. Therefore the

underlying maturity model construction is developed along the Design Science Research

principles by Hevner et al. [2004] in order to develop a model with a sound theoretical

foundation. Current maturity models have been criticized for lacking a solid theoretical

foundation, partly due to the practical-oriented character [De Bruin et al., 2005; Mc-

Cormack et al., 2009].

In the course of the maturity model construction, both qualitative and quantitative

methods are applied. In the beginning of the maturity model construction, quantitative

approaches from the field of text mining are applied for a structured literature review

aiming at the identification and validation of dimensions that describe Big Data [Blei

et al., 2003; Blei and Lafferty, 2009; Chang et al., 2009]. The subsequent model pop-

ulation is carried out based on quantitative approaches from the field of test theory,

belonging to the social sciences, based on returned questionnaires answered by partic-

ipating companies. These quantitative approaches are used to assign the capabilities

respective measurements to different maturity levels.

During the course of the research, a focus group is utilized as a qualitative research
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method, consisting of industry experts from different consultancies. They support i) the

questionnaire development as well as ii) two model evaluation steps.

1.5 Organization of the thesis

The maturity model development starts with a characterization of Big Data in Chapter

2. Based on a structured, quantitative enriched literature review, describing dimensions

and characteristics are identified. In order to draw a holistic picture, a critical perspec-

tive on Big Data is given.

Chapter 3 contains the theoretical basis of maturity models and their development. It

begins with an introduction into models in general, followed by reference models, to

which maturity models belong. Afterwards, research on state-of-the-art maturity models

is presented. Maturity models from associated fields of Big Data, e.g. Business Intelli-

gence and Management Information Systems are presented and compared regarding the

underlying construction model, the construction approach (qualitative/quantitative)

and the applied evaluation approach. Based on this comparison, missing aspects with

relevance for the Big Data maturity model are identified.

Figure 1.4: The dissertation project can be divided in two parts, the setting of the
theoretical foundation and the model development, containing as well the model eval-

uation.



Chapter 1. Introduction 11

After giving an overview of topic-related maturity models, different construction models

for the development of maturity models are discussed. Based on the identified strength

and weaknesses of existing construction models, Chapter 4 describes the construction

model developed for this thesis, based on two established construction models from De

Bruin et al. [2005] and Becker et al. [2009].

Chapter 5 contains the application of the construction model in the field of Big Data.

This chapter represents the core of the research and contains the maturity model con-

struction as well as the subsequent evaluation.

The final Chapter 6 summarizes the main findings, describes the limitations of the work,

and gives an outlook on potential future research.



Chapter 2

Characteristics of Big Data

Big Data is a subject in different disciplines, indicating its depth and breadth within

the practical and scientific discussions. Aspects with relevance for Big Data can be

found amongst others in computer science, mathematics, business administration, and

the social sciences [Hansmann and Niemeyer, 2014]. Accordingly, the topic of Big Data

is attracting increasing attention from the scientific community, which is reflected in the

increasing number of i) publications that directly address the notion of Big Data [Chen

et al., 2012] [Lynch, 2008], ii) research journals that address solely Big Data, and iii)

scientific conferences with a Big Data focus.

Until recently as it will be demonstrated later on in this chapter, publications on Big

Data have lacked a clear understanding of the key elements and structure of the topic,

which hinders the identification and examination of relevant topics for future research.

Consequently, this chapter addresses the following questions:

• Into which dimensions can the concept of Big Data be divided?

• What are the topics for scientific publications within the individual dimensions?

The resulting contribution of this chapter thus is twofold. First, it will delineate a

structure for categorizing recent developments in Big Data that is based on analyses of

both existing definitions and scientific publications on Big Data. As a result, dimensions

and according topics are derived. The identified dimensions will be used as a starting

point for the subsequent maturity model development in Chapter 5.

12
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Figure 2.1: The literature review consists both of qualitative and quantiative aspects.

Second, the simultaneously identified topics will be used to carve out similarities and

differences between Big Data and similar topics such as Business Intelligence in order

to point out the existing research gap.

The structure of Chapter 2 (figure 2.1) is the following: The chapter begins with an

overview of the publications that define the concept of Big Data to carve out the char-

acterizing dimensions - beginning with the high-level characterization by Laney [2001]

(section 2.1). Based on the discussion of existing definitions and meta-studies in section

2.2, in section 2.3, a quantitative literature review approach is used to validate and

enrich the identified dimensions. The subsequent mapping of the identified topics to

a generic data analysis process (section 2.4) helps to identify those areas, that are the

focus areas and white spots in the current research.

Section 2.5 is used to describe overlaps and differences of Big Data and Business Intel-

ligence.

Besides the afore mentioned hype surrounding Big Data, a critical voice arises both from

practitioners as well as the scientific community [Boyd and Crawford, 2011]. These criti-

cal thoughts are not limited to the legal-related aspect of data security but touch ethical

and political aspects as well. Therefore, the chapter ends with a critical perspective on

Big Data (2.6).

2.1 Big Data - Volume, variety, velocity: a first character-

ization

As mentioned above, a continuous increase in the number of publications that ad-

dress Big Data can be found consistently every year since the early 2000s in scientific

databases, such as Scopus, culminating in a sharp rise in scientific publications in 2011.

Within the existing publications, no common understanding of the notion of Big Data
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exists [Madden, 2012]. One characterization approach that has found its way in numer-

ous publications is the one by Laney [2001] which will be used as a first approach to a

characterization of Big Data.

This concept inherits an outlining using the so called V’s. Despite its lack of a scientific

background it will be presented due to its high popularity to provide a comprehensive

view.1

The initial description using the V’s contained three V’s in 2001 [Laney, 2001] rep-

resenting Volume (Increasing amount of data available), Velocity (Speed of new data

generation) and Variety (Heterogeneity of available data regarding degree of structure

and sources). While Laney did not use the term Big Data directly, although he claimed

to do so later on, the initial statement was referring instead to the increasing role of

data management in the field of e-commerce [Maier, 2013].

In the course of time, these 3 V’s have been complemented by Veracity (Veracity of the

data from different sources) and Value (the value which results from the analysis of the

data). With regard to its dispersion, these five V’s will be taken as a first approach

towards providing an initial insight into Big Data and enriched with recent research in

the respective field.2

Volume

The continuous increase of the available data can be described by a cycle of data

generation. Technical advancements such as compression abilities [Armbrust et al.,

2010], in combination with decreasing hardware prices, especially the price per stored

Megabyte/Gigabyte, facilitate data driven business models and services such as plat-

forms for blogging, social networks and e-commerce [Hilbert and López, 2011]. This

results in an increase in the existing data volume. At the same time, the data vol-

ume facilitates the development of further data driven business models. The challenges

resulting from this influx of data foster further technical advancements, as several Big

Data relevant innovations originate from companies faced with massive amounts of data,

e.g. the MapReduce framework developed by Google [Lämmel, 2008].

1The work by Laney [2001] has not been published in a scientific journal. Nonetheless, it has been cited
more than 230 times at the time the work was accessed for this dissertation via Google Scholar.

2Besides the 3-5 popular V’s, further articles exist, discussing up to 7 V’s [van Rijmenam, 2013]. Those
are not taken further into account in this research as the V’s are taken rather as a first approximation
towards Big Data instead of a whole characterization.
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Figure 2.2: The cycle of data generation describes the drivers and consequences of
the increasing data volume.

Although high volumes of data can be increasingly found in more industries, the infor-

mation and communication industry has been one of the first industries which has been

faced with such a high volume of data. Popular examples of companies dealing with

this volume of data are Twitter (more than 12 TB of Tweets per day) or the IT service

provider Cisco with a global IP traffic of more than 667 exabytes in 2013 [Kaisler et al.,

2013].

Variety

Besides volume, the next of the original three V’s is variety. The variety of data in the

Big Data context has its origin in the diversity of available and accessed sources. The

type of data in focus of the Big Data discussion can be commonly differentiated by the

degree of structure, resulting in a distinction in structured and unstructured data [Batini

et al., 2009].

The notion Structured Data refers to those items, which are described by elementary

attributes, belonging to a domain. Those attributes are associated with a range of values,

mostly statistical data and relational tables. In the context of Big Data, one popular

example of structured data is sensor data, generated in the manufacturing environment.

Following the elaborations of Batini et al. [2009], unstructured data " [...] is a generic

sequence of symbols, typically coded in natural language." With regard to the increasing

popularity of social platforms and video platforms, videos and pictures can be seen

as a relevant example of unstructured data as well. Currently, no scientifically based

estimation for the share of unstructured data in the overall generated data exists; the

existing estimations are originated from a practical background and range between 37

% and 90 % [Ziegler and Dittrich, 2007; Grimes, 2008].
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Data structure in general can be defined on two levels. The first level targets an database

entry (e.g. an extract from Twitter, consisting both of structured data (data and time of

the tweet) as well as unstructured data (the tweet, consisting of text and/or a picture).

The second level targets the structure of an individual attribute of such a database

entry, which can be either structured or unstructured. This results in a two-level data

variety, which can lead to data inconsistency and semantic problems [Helland, 2011;

Zhang, 2013].

Though tweets from a data source such as Twitter can be transferred in a structure (level

one), the understanding of unstructured data in the Big Data discussion is associated

with texts and pictures.

Velocity

The aspect of data volume and variety is accompanied by the speed of new data gen-

eration (velocity). The dynamic of this growth rate can be shown using the studies

published by the IDC, dealing with the progress of digitalization [Gantz et al., 2007]. A

sixfold growth of data in four years from 2006 to 2010 was estimated, along with an an-

nual growth rate of 57 % [Gantz et al., 2007]. For the period from 2013 to 2020, a yearly

growth rate of 25 % is expected [Turner et al., 2014].3 Although sensors in production

environments are named frequently in this context, the growth drivers are not limited

to the manufacturing industry. Wal-Mart is a popular example of a company that faced

high data volume and growth, collecting more than 2.5 petabytes per hour, that consist

of customer transactions [McAfee and Brynjolfsson, 2012]. From an application-oriented

point of view, velocity is targeting both the speed of the data generation as well as the

speed of data analysis connected with those data streams [Agrawal et al., 2012].

Comparable to volume, scholars are faced with the challenge of velocity as well. One

example is the particle accelerator CERN, generating 30 petabytes per year during the

different research projects [CERN, 2014].

Although the speed of data generation is currently associated with the hype of Big Data,

it goes along with the already existing statements by Moore’s regarding growth, specifi-

cally his statements concerning the number of Transistors per circuit board that double

in a specific amount of time [Schaller, 1997]. Therefore, the named yearly growth rate

of data is not higher than expected if the underlying logic of Moore’s law is transferred
3The forecast of future data volume relies on a set of estimations. Therefore, they can only be taken
as an approximation, whose extent can differ amongst different publications and are supposed to only
give an idea about the yearly data generation.
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to the field of data generation. Instead, one distinctiveness of velocity is the variety of

the generated data.

Altogether, the changes in volume, variety, and velocity of generated data lead to multi-

ple demands regarding the infrastructure and methodology for data handling, prepara-

tion, and analysis. Based on the described heterogeneity of the data pool with respect

to the degree and type of structure, databases that are using a relational schema are

mostly not suitable to deal with unstructured data. This accounts especially for the

storing and processing of network structures [Stonebraker et al., 2013]. These changing

requirements have fostered the Not Only SQL (NoSQL) database movement. NoSQL

databases are based on a data scheme that is not necessarily related to the relational

scheme, known from SQL databases, and are therefore not able to process data of dif-

ferent structures, e.g. network data or texts.

Additional to the demands with regard to the underlying IT infrastructure, the pre-

processing as a preliminary stage of data analysis differs from previously known report-

ing oriented applications as well. The current focus on data cleaning (the removal of

extreme or NULL values, correcting or remove incorrect values, correcting data incon-

sistency) has been broadened. Unstructured data have to be transferred into a structure

that is suitable for further text mining analysis. Although these approaches have been

improved within the past years, the pre-processing of human, intentionally generated

data, which contain opinions and moods, e.g. customer reviews, is still a fault-prone

task [Kaisler et al., 2013].

Veracity

Another aspect of Big Data is aiming at the lack of veracity of the data in focus. This

accounts particularly for unstructured, human generated data from company-external

sources. The aspect of data veracity is related to the data individual level as well as to

the methodological level.

The first one targets the intention and background of users’ textual contributions, e.g.

in social communities or product review platforms. The human characteristics of self-

manifestation, striving for attention, and the will to please may lead to statements that

simply do not necessarily represent the actual opinion or sentiment and therefore can dis-

tort the analysis [Forestier et al., 2012] [Boyd and Crawford, 2011]. Additionally, spam

bots can generate tweets and the like, whose content can falsify the analysis’ results of
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the corpus [Zikipoulos et al., 2013, 14]. With regard to the high volume of disputable

data, whose analysis can be valuable as well, early publications can be found trying to

automate the validation of customer profile data [Park et al., 2012]. Additionally, in

multiple fields such as product reviews or customer forums, parts of the contributions

are intentionally written in order to create a certain image of a product or heighten com-

pany reputation. Regarding the potential economic impact, the rule-based identification

of those has become its own research field in the past years [Mukherjee et al., 2012].

Veracity in an methodological perspective targets the error-proneness of processing un-

structured data, particularly text. Rhetorical figures such as irony or sarcasm complicate

the computational linguistics, as well as the use of slang and typos does. Although the

research on text processing has gained momentum in the past years, several challenges

remain difficult, e.g. suitable stemming approaches and noise identification and reduc-

tion [Stavrianou et al., 2007].

Value

Within the field of Business Intelligence, numerous publications can be found about

the Business Intelligence value chain, starting from the initial business problem, to the

final improved decision making, resulting in the generation of value [Lönnqvist and

Pirttimäki, 2006; Brohman and Parent, 2000].

In contrast, less has been written so far on data value in the general Big Data context

despite its relevance for investment decisions in areas such as infrastructure or know-

how. Therefore, a selection of aspects which influence the value of data in a Big Data

context is described (table 2.1).

Although data analysis is recognized as a value-generating topic, its value calculation

remains challenging [LaValle et al., 2011]. As described in the last subsection, the

heterogeneity of external data sources regarding the access possibilities and the contained

texts, messages etc. leads to the aspect of veracity. Amongst others, one primary source

of noisy data are social networks, as they can be found in a wide range e.g. in internet

stock messages boards [Antweiler and Frank, 2005]. With the increase in relevance of

Twitter for trend analysis and sentiment detection, the original state of data and the

subsequent identification and filtering of noisy data has become a topic of interest as

well [Agarwal et al., 2011] [Barbosa and Feng, 2010] [Choi et al., 2012].

Besides noisy data in terms of content, data cleaning is also of interest due to the

idiosyncratic writing style that can be often found in social networks [Derczynski et al.,
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Table 2.1: Factors influencing the value of data

Factor Description

Original state of data Degree of structure and share of noisy data influences
time and effort needed for data preprocessing [Shankara-
narayanan and Cai, 2006]

Operationalizability and
sustainability of analysis
results

Degree of automatized utilization for managerial decision
making and daily business of analysis results [Manyika
et al., 2011]

Combination with other
datasets

Most of today’s best practices in Big Data analysis gain
in value because of the gathering and consolidation of
datasets from different sources [Mayer-Schönberger and
Cukier, 2013, 102-110]

Position in the value
chain

The number of application fields of analytic solutions
differs between the respective position of the company
in the value chain [Manyika et al., 2011]

Accessibility of data The value of data can decrease with the number of com-
petitors which have access to this data as well

Visualization Quality of result visualization influences quality of re-
lated managerial decision making [LaValle et al., 2011]

2013]. However, one of the drawbacks of unstructured, noisy data is the resulting needed

effort for data cleaning and pre-processing, which is time-consuming due to the daily

high volume of tweets and messages.

In addition to the need for pre-processing, the aspect of process management gains

relevance equally. The degree of integration of analysis processes/results in existing

business processes, targeting the operationalization and development of a data driven

organization, has an influence on the value of data as well [Kiron and Shockley, 2011]

[LaValle et al., 2011]. This integration is connected with organizational change towards

a data driven organization [Brynjolfsson et al., 2011].

The increasing number of data sources offers the enrichment of existing sources by

combining existing data sets with further data, such as the customer database by external

data, e.g. customer data from social networks or product review pages. The quality of

the data matching process is critical for the latter analysis results.



Chapter 2. Characteristics of Big Data 20

The value of data sources and datasets yet differs between the company’s position on the

value chain. Companies that are closer to the end customer tend to benefit in a first step

more from customer/product-centric data such as product reviews. Taking data from

blogs about products as an example, e-commerce companies selling this product can

benefit more from these data compared to an investment goods company, responsible

for producing machines for the fabrication of the product. Consequently, companies

closer to the end customer are mostly more experienced in analyzing customer data

[Ngai et al., 2009].

The accessibility of data and their results in the Big Data context is a more crucial aspect

comparable with reporting-oriented Business Intelligence systems, that are primarily

based on company-internal data [Lahrmann et al., 2010]. At present, the exposure and

access to company-external data and the resulting insights, e.g. market trends, have

a decreasing value for a company with an increasing number of competitors using the

same data. Consequently, the identification of less popular but meaningful data sources

becomes more relevant.

The influence of visualization gains in relevance with the increasing heterogeneity of data

sources and characteristics [LaValle et al., 2011]. This is reflected by the publications on

visualizing unstructured data, e.g. movement profiles [Andrienko and Andrienko, 2012]

[Ferreira et al., 2013].

Altogether, although the approach based on several V’s is not suitable for the definition

of Big Data in this research due to the lack of a scientific foundation and the sole

focus on the characteristics of the processed data, it can be valuable in obtaining an

initial understanding of Big Data. In order to develop an understanding of Big Data

in the scientific community, existing characterizations from relevant publications will be

analyzed in the next section.

2.2 Characterizing dimensions of Big Data

The concept of Big Data contains numerous different aspects and no common under-

standing exists so far as aforementioned in the previous subsection [Madden, 2012].

One approach to create an understanding of the subject in focus is the identification of

its describing dimensions. The dimensions are used to structure the subject of Big Data
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into different subject areas. Therefore, the goal of the following section is to carve out

describing dimensions of Big Data and related topics within the dimensions. In doing

so, a three-step approach for a structured literature review is pursued.4

1. Existing meta-studies in the field of Big Data are analyzed regarding the under-

standing of Big Data.

2. Based on existing definitions of Big Data, describing dimensions are derived.

3. A quantitative literature analysis based on relevant publications surrounding Big

Data is carried out in order to validate and enrich the dimensions identified in step

two with relevant topics.

Basis for all of the three steps is a structurally identified corpus of Big Data literature. Its

underlying process for the identification of relevant Big Data publications as a necessary

first step (figure 2.3), will be described subsequently.

As an emerging research field, Big Data generates numerous publications which can be

retrieved e.g. via Google Scholar. This search engine can be used for an initial search but

not every resulting publication is evaluated in any ranking of scientific publications, and

the contribution of their quality cannot be evaluated properly. Therefore, the databases

in focus are IEEE, Scopus, ISI Web of Knowledge, EBSCO, ACM, and Springer to

ensure a minimum quality level. For the analysis, papers from scientific journals and

conference proceedings from the computer science field, that are published since the year

2000 till 2013 and contain the notion "Big Data" in the title, abstract, or keywords, have

been searched, leading to an initial database of 1,322 publications (step 1-3 in figure

2.3).5 6

4The following sections about the characteristics of Big Data are based on Hansmann and Niemeyer
[2014].

5This extended time period has been selected in order to ensure the identification of all publications in
the Big Data context since the early beginning, marked by the description of Laney [2001].

6The year 2013 as the end date is a consequence as the related publication (Hansmann and Niemeyer
[2014]) was the first part of this research, done in the beginning of the PhD studies.
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Figure 2.3: Literature review process used for the identification of Big Data relevant
research publications

The resulting publications have been scanned manually, and papers were removed if they

i) belong to conference workshops, ii) are keynote-related paper editorials, or iii) whose

content did not belong to the field of Big Data as understood in this research (step 4).7

Furthermore, duplicates were removed. This selection process resulted in a database of

principally relevant publications comprising of 248 documents.

In the beginning of the literature review process, the identified publications have been

searched for contained meta studies on Big Data, leading to three publications, Chen

et al. [2012]; Pospiech and Felden [2012]; Ward and Barker [2013], which will be pre-

sented subsequently.

One of the first meta studies of Big Data research has divided the development towards

Big Data developments into three phases: Business Intelligence and Analytics (BI & A)

1.0 - 3.0, describing key characteristics and relevant topics for each level [Chen et al.,

2012]. Following this structure, BI& A 1.0 describes the adoption of "technologies and

applications" for the collection and processing of primarily structured data from exist-

ing in-house systems as Enterprise Resource Planning (ERP) or Customer Relationship

Management (CRM), using mostly relational database management systems (RDBMS).

The data analysis is grounded on statistical methods from the past three decades. In-

terestingly, Chen et al. [2012] describe this lowest level as the current industry standard,

which points out the existing potential and novelty of Big Data.
7Examples are publications, in which the notion Big Data appears, but solely to describe a data volume,
not using the notion to describe Big Data as an individual topic as understood in this research.



Chapter 2. Characteristics of Big Data 23

BI & A 2.0 is related to the increasing development of web-based businesses such as

e-commerce or social networks. Additionally to the RDBMS from level BI & A 1.0, in-

frastructure which is capable of storing and processing both unstructured data, as texts

and pictures, and high velocity data, as cookie tracking data, has gained admiration.

BI & A 3.0 then describes the increasing relevance of mobile devices such as smart

phones or tablets for the analysis and the development of individual user profiles as a

basis for the customized offering of services and products.

Pospiech and Felden [2012] review the current literature on Big Data, clustering publi-

cations among these dimensions of data provision and data utilization, combining each

with a technical or functional perspective, originating from Gluchowski [2001]. Based on

their review, they reveal a focus in current Big Data research on the technical perspec-

tive of data provisioning (87 percent of 46 publications). The main topics are dealing

with infrastructure architectures, targeting i) the storage of high volumes of data and

ii) the performance of data processing. Furthermore, the review reveals a subordinated

consideration of the functional data utilization and therefore names the identification of

use cases as a recent research gap.

Ward and Barker [2013] in contrast compare definitions of Big Data that are information

technology industry driven. Although most of the definitions are related to the product

portfolio of the respective company, they contain at least one out of the characteristics

of size (related to the data volume), complexity (related to data variety) and technology,

which targets the applied infrastructure.

Summing up, existing meta-studies do not come up with an identical characterization

of Big Data. Nonetheless, it becomes clear that Big Data is not limited solely to the

increasing volume of available data.

Besides these described meta-studies, a number of Big Data characterizations exist that

are dedicated to give a more distinct definition of Big Data. These will be analyzed

in the next step using a deductive approach. For this step, within the identified 248

documents, characterizations have been identified. Furthermore, a backward search for

potential further relevant literature has been carried out, focusing on cited publications,

which contain characterizations of Big Data. This process resulted in the identification

of the definitions presented in table 2.2.

Based on these identified definitions, dimensions that characterize Big Data have been

derived. In doing so, in a first step, similar describing words and phrases, e.g. the words



Chapter 2. Characteristics of Big Data 24

storage, technology and database have been grouped together manually.8 Afterwards,

umbrella terms for each word cluster have been defined, the later dimension name. The

identified definitions which will be described subsequently.

Table 2.2: List of Big Data characterizations from a research background

Author Definition Dimensions

Bizer

et al.

[2011]

The exploding world of Big Data poses, more than

ever, two challenge classes: engineering - efficiently

managing data at unimaginable scale; and seman-

tics – finding and meaningfully combining informa-

tion that is relevant to your concern. (...) In this

Big Data World information is unbelievably large in

scale, scope, distribution, heterogeneity, and sup-

porting technologies.

Data

characteristics

Boyd and

Crawford

[2012]

We define Big Data as a cultural, technological,

and scholarly phenomenon that rests on the inter-

play of: (1) Technology: maximizing computation

power and algorithmic accuracy to gather, analyze,

link, and compare large data sets. (2) Analysis:

drawing on large data sets to identify patterns in

order to make economic, social, technical, and le-

gal claims. (3) Mythology: the widespread belief

that large data sets offer a higher form of intel-

ligence and knowledge that can generate insights

that were previously impossible, with the aura of

truth, objectivity, and accuracy.

Data

characteristics,

IT infrastructure,

Methods

8The manual grouping will be validated in section 2.3 with the automated analysis of the publications
using a text mining approach.
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Table 2.2: List of Big Data characterizations from a research background

Author Definition Dimensions

Chen

et al.

[2012]

(...) data sets and analytical techniques in applica-

tions that are so large (from terabytes to exabytes)

and complex (from sensor to social media data)

that they require advanced and unique data stor-

age, management, analysis, and visualization tech-

nologies.

Data

characteristics,

IT infrastructure,

Methods

Cuzzocrea

et al.

[2011]

"Big Data" refers to enormous amounts of unstruc-

tured data produced by high-performance applica-

tions falling in a wide and heterogeneous family

of application scenarios: from scientific computing

applications to social networks, from e-government

applications to medical information systems, and

so forth.

Data

characteristics

Diebold

[2003]

Recently much good science, weather physical, bi-

ological, or social, has been forced to confront -

and has often benefited from - the "Big Data" phe-

nomenon. Big data refers to the explosion in the

quantity (and sometimes, quality) of available and

potentially relevant data, largely the result of re-

cent and unprecedented advantages in data record-

ing and in storage technology.

Data

characteristics,

IT infrastructure

Jacobs

[2009]

Data whose size forces us to look beyond the tried-

and-true methods that are prevalent at that time.

Data

characteristics,

Methods

Madden

[2012]

Data that’s too big, too fast, or too hard for exist-

ing tools to process.

Data

characteristics,

IT infrastructure
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Table 2.2: List of Big Data characterizations from a research background

Author Definition Dimensions

Manyika

et al.

[2011]

Big data refers to datasets whose size is beyond the

ability of typical database software tools to capture,

store, manage, and analyse.

Data

characteristics,

IT infrastructure,

Methods

Ward and

Barker

[2013]

Big Data is a terminus describing the storage and

analysis of large and / or complex data sets using

a series of techniques including, but not limited to

NoSQL, MapReduce and machine learning.

Data

characteristics,

IT infrastructure,

Methods

The definition by Cuzzocrea et al. [2011] is aimed at the characteristics of the gener-

ated data, containing both the amount and structure of the data, complemented with

naming exemplary data sources. Bizer et al. [2011] enrich the data characteristics with

additional attributes, such as the scope, target, and structure of the data, addressing

data heterogeneity in a "Big Data world".

With regard to the data characteristics, Jacobs [2009] focuses solely on the amount of

data and adds the aspect of method, without giving further details.

Chen et al. [2012] include the aspect of method in terms of analysis as well, and add

IT infrastructure topics, such as storage and processing purposes. Furthermore, their

definition enhances the dimension data characteristics by naming a selection of data

sources.

The definition by Madden [2012] incorporates both data characteristics and infrastruc-

ture (tools), which is extended by Manyika et al. [2011] with the aspect of method.

Both definitions, along with that of Jacobs [2009], emphasize the excessive demand of

the current IT infrastructure to handle the changes in the data characteristics.

Those descriptions [Madden, 2012; Manyika et al., 2011; Jacobs, 2009] contrast one of

the early definitions from 2003 by Diebold [2003], who states that the availability of the

enormous amount of data is a result of the "advantages in recording and storage tech-

nology". This suggests a change in the requirements regarding the IT infrastructure,
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corresponding with the description of the data generation cycle in figure 2.2.

The definition of Ward and Barker [2013] results from the analysis of existing definitions

of Big Data with an industry background, identifying the recurring characteristics of

volume and the complexity of the datasets and the technologies; all used for data pro-

cessing as critical aspects.

The definition by Boyd and Crawford [2012], finally reflects a critical perspective to-

wards Big Data by including exclusively the aspect of mythology, targeting the high

expectations regarding data analysis.

In summary, based on the review of existing definitions, three main dimensions of Big

Data can be derived within the presented definitions in table 2.2. The named aspects

of data characteristics (amount and structure) and sources can be merged into a Data

dimension. The tools and databases that are required to store and manage data can be

combined to an IT infrastructure dimension. The data processing for analysis purposes

can be embraced into a Method dimension. The latter two dimensions are similar to the

analysis by Pospiech and Felden [2012].

In order to incorporate also the relevance of Big Data for practitioners, the generated

results based on definitions with a scientific background are compared with industry-

oriented definitions, shown in table 2.3. The analyzed publications have been identified

in a two-step approach. In a first step, the publications of large technology providers

(Microsoft, IBM, SAS etc.), offering Big Data applications have been screened for their

contained definitions. Second, publications from the three main market research compa-

nies in the field of IT and Digitalization (IDC, O’Reilly, Forrester) have been analzyed

as well for contained definitions. Again, dimensions are derived from the presented

definitions, following the same approach as before.

Table 2.3: List of Big Data characterizations from an industry background

Author Definition Dimensions

Hopkins

[2011]

Big data: techniques and technologies that make

handling data at extreme scale economical.

Data

characteristics,

IT infrastructure
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Table 2.3: List of Big Data characterizations from an industry background

Author Definition Dimensions

Gartner

[2015]

Big data is high-volume, high-velocity and/or

high-variety information assets that demand cost-

effective, innovative forms of information process-

ing that enable enhanced insight, decision making,

and process automation.

Data

characteristics,

IT infrastructure,

Method

IBM

[2011]

Every day, we create 2.5 quintillion bytes of data

— so much that 90% of the data in the world to-

day has been created in the last two years alone.

This data comes from everywhere: sensors used to

gather climate information, posts to social media

sites, digital pictures and videos, purchase transac-

tion records, and cell phone GPS signals to name a

few. This data is big data.

Data

characteristics

Carter

[2011]

(..) a new generation of technologies and architec-

tures designed to extract value economically from

very large volumes of a wide variety of data by

enabling high-velocity capture, discovery, and/or

analysis.

Data

characteristics,

IT infrastructure

Microsoft

[2013]

Big data is the term increasingly used to describe

the process of applying serious computing power

– the latest in machine learning and artificial in-

telligence – to seriously massive and often highly

complex sets of information.

Data

characteristics,

IT infrastructure,

Methods
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Table 2.3: List of Big Data characterizations from an industry background

Author Definition Dimensions

Dumbill

[2012]

Big data is data that exceeds the processing capac-

ity of conventional database systems. The data is

too big, moves too fast, or doesn’t fit the strictures

of your database architectures. To gain value from

this data, you must choose an alternative way to

process it.

Data

characteristics,

IT infrastructure

SAS

[2015a]

Big data is a popular term used to describe the

exponential growth, availability and use of infor-

mation, both structured and unstructured. Ulti-

mately, regardless of the factors involved, we be-

lieve that the term big data is relative; it applies

(per Gartner’s assessment) whenever an organiza-

tion’s ability to handle, store and analyze data ex-

ceeds its current capacity.

Data

characteristics,

IT infrastructure,

Methods

The comparison of the definitions from science and practice reveals overlapping con-

tents, indicating a similar basic understanding of Big Data in science and practice. Yet

differences can be found in the subordinated consideration of the methodological aspect

in the industry driven definitions; most of the IT service providers offer infrastructure

related services and considered the data analysis subordinately [Ward and Barker, 2013].

The science-oriented results of this deductive approach - the derived dimensions - are

continued to be used as a basis for the further exploration of Big Data in this work.
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2.3 Validation and enrichment of the Big Data dimensions

using Topic Models

The relevant dimensions of Big Data in terms of Data, IT infrastructure, and Methods

for analysis purposes have been derived in section 2.2 by using a deductive approach.

Due to the relevance of knowledge about dimensions and contained topics for the lat-

ter development of the maturity model, a comprehensive understanding of Big Data is

success-relevant. Additionally, the object in focus, Big Data, is characterized amongst

others by its remarkable breadth and depth. Contrary to other emerging fields in com-

puter science in the past, such as Cloud Computing, no common understanding of Big

Data exists so far. Therefore, a sole manual analysis of existing definitions as carried

out in section 2.2 would not be sufficient, the dimensions have to be validated.

Word clouds as an alternative method for identifying topics in a corpus, focusing solely

Figure 2.4: Tag cloud generated based on the words from the abstracts of the Big
Data publications

on the counting of words in order to carve out describing topics, based on Big Data rel-

evant publications would lead to difficulty in interpreting list of words with a decreasing

frequency as shown in figure 2.49

9The word cloud has been created based on the same corpus as it has been used for the topic model
analysis, explained in the next step, using the word cloud package in R [Fellows, 2014]. The more
frequent a word appears in a text, the bigger the font size.
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Although the word cloud reveals for instance a focus on infrastructure, topics with words

such as system reduce the information value compared with the topic model approach

as they are not set in the context with other words belonging to the same topic. Con-

sequently, word clouds appear rather on online platforms as flickr than in scientific

literature [Sinclair and Cardew-Hall, 2007] and will thus not be pursued any further.

Alternatively, to validate the afore identified dimensions, the previously described struc-

tured literature review following Webster and Watson [2002] is now applied in a second

cycle, enhanced by a methodological component - a text mining approach from the field

of machine learning. This method is used to validate the dimensions carved out from

existing definitions and to enrich these dimensions with contained topics. Following a

two-step approach, first a text mining method is applied on the abstracts of the 248

identified publications, second, the dimensions are enriched by applying the text mining

approach on the abstracts of the dimension-specific publications.

Different text mining approaches for the identification of topics in texts exists, four of

the most popular ones are i) latent semantic analysis, ii) probabilistic latent semantic

analysis, iii) latent Dirichlet allocation, and iv) correlated topic models [Lee et al., 2010];

each of them addressing the weaknesses of its preceding approach. The umbrella term

for these approaches is Topic Models, and will be described in the following section and

applied afterwards.

Figure 2.5: The validation and enrichment of the identified dimensions of Big Data
by applying Topic Models consists of several steps.

2.3.1 Topic Models - Methodological foundation

Topic models are hierarchical probabilistic models that have their origin in the field

of machine learning and have been broadly applied, especially in the field of literature

analysis [Titov and McDonald, 2008].

Topic models are based on the generative approach. The result of the generative process

is a document. A document is viewed as a mixture of topics; thus, a document - in
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this case the abstract of a Big Data relevant publication - can be represented with a

probability distribution over the topics.

Figure 2.6: The Generative Process allows the generation of a document based on
the two probability distributions.

A topic is defined over the appearance of certain words together; therefore, individual

topics can be represented as probability distributions over words.

Based on that, it is assumed that each document can be generated (therefore generative

approach) based on the two probability distributions:

1. Based on the probability distribution over topics, a topic is randomly selected.

2. The probability distribution over words, belonging to the selected topic, is taken

and a word is selected.

These two process steps can be carried out repeatedly until a document of the favored

length is generated.

When applying topic models on unstructured data (text, pictures, videos) [Wang and

Mori, 2009], this generative process is reversed to estimate both of the distributions

based on the input data - the text which contained topics are supposed to be extracted

- with the help of a machine learning technique.

In the following analysis, the focus is on the abstracts of publications related to Big Data.

The individual documents are merged into a corpus that is the input for the analysis.

Among the different estimation approaches, Latent Dirichlet Allocation (LDA) [Blei

et al., 2003] has been successfully applied for similar purposes in terms of literature

analysis [Griffiths and Steyvers, 2004]. As it has been proofed as a suitable method, this

approach is used in the thesis as well [Wang and Mori, 2009]. This quantitative analysis



Chapter 2. Characteristics of Big Data 33

represents the enhancement of the classical literature review by Webster and Watson

[2002].

Following this approach, in a first step, the two a-priori probability distributions i)

over topics and ii) words per topic are defined. In a next step, the distributions are

fitted based on the analyzed corpus with the help of LDA. The corpus consists of the

abstracts of all publications identified in the literature review, described in the section

before (figure 2.3). The subsequent model estimation is carried out based on Collapsed

Gibbs sampling [Griffiths and Steyvers, 2004].

Topic model results are represented by lists of the most probable words for each topic.

Therefore the interpretation of the topics is at risk of subjectivity. Chang et al. [2009]

stated that, "[...] no quantitative evaluation of the results of topic models exists". Fol-

lowing the authors’ opinions, the existing metrics to evaluate the model fit in terms of

the Maximum Likelihood Optimization do not target the explanatory character of the

topic models.

Therefore, with regard to the explanatory use of the topic models in this research, the

application of topic models is supplemented by the utilization of the word intrusion ap-

proach [Chang et al., 2009]. After carrying out the topic model analysis on the corpus

in focus, the list with the most probable words (in this case, five to ten) for one topic

is complemented by a word that has a low probability for the topic in focus and a high

probability for another identified topic. In case the determined topic words make sense

together, the identification of the intruder word should be easy for the test taker. For

the test arrangement, the identified topics, resulting from the application of the topic

models have been checked for the intrusion words by eight scholars from the field of in-

formation systems.10 The results of the word intrusion are measured as model precision

(mp). The mp is calculated as follows: number of correct identified intruders divided by

the total number of test takers. The results can be found in the respective sections.

10The topic lists, manipulated following the idea of the described intrusion approach by adding one in-
truder word per dimension, have been given to the scholars. A minimum knowledge about information
systems was needed in order to allow an interpretation of the identified topics. They have been asked
to mark within each topic the word, which they perceive as not fitting to the others words. This
process has been carried out individually with each scholar without a discussion between the scholars.
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2.3.2 Data selection and preprocessing

Starting point of the application of the topics models is the same literature review process

as described in section 2.2.

The subject of analysis are the abstracts of these remaining 248 publications instead of

the overall text. It is assumed that the abstract is supposed to hold the key topics of

the publications.

The abstracts of these resulting papers have been pre-processed in terms of removing stop

words11 and the words "big" and "data", in order to prevent the subject of the study from

becoming part of the analyzed corpus, which would therefore falsify the results due to a

high word frequencies in the abstracts. Furthermore, word stemming has been executed

via Porter’s stemming algorithm [Porter, 1980]. The fitted text corpus has been analyzed

using topic models, for which the results will be explained in the following section.12

2.3.3 Analysis on the overall database using Topic Models

As shown in table 2.4, the Big Data dimensions that have been derived based on the

presented definitions can partly be validated and enriched within scientific publications

on Big Data.13 This result is reflected in the high model precision (mp = 0.76).14 15

In a next step, the words of each topic are discussed and set into context to each other

and the potential overarching topic respective dimension.

The words of Topic 1 can be assigned to the IT infrastructure dimension. Particularly,

the words mapreduce and hadoop account directly for the aspect of technologies within

the concept of Big Data. The programming framework MapReduce, which was devel-

oped by Google, and its open source implementation, Hadoop, have been designed to

process voluminous data. Both techniques contribute to the rise of distributed, scalable

systems within the development of Big Data applications [Dean and Ghemawat, 2008].

The relevance of MapReduce and Hadoop explains the word parallel as analysis tasks
11Stopwords are connection words like "and" or "then". They have been removed based on the stopword
list contained in the R package tm [Feinerer and Hornik, 2015]

12The analysis has been implemented using the package lda in R [Chang, 2015].
13If a field is empty, the probability of the word occurring did not differ significantly from the following
words, meaning that they are not representative for this topic. The words are listed depending based
on the calculated probability for the respective topic in a decreasing order.

14The details of the model precision can be found in section 2.3.1.
15The displayed number of topics has been determined according to the Harmonic mean method in
consideration of the low number of analyzed abstracts [Griffiths and Steyvers, 2004].
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Table 2.4: Results of the Topic Model application on the overall corpus

Topic 1 Topic 2 Topic 3

mapreduce algorithm research
performance method search
processing graph information
system experiment analysis

computing problem social
parallel accuracy computing
efficiency parameter -
cloud approximate -
queries - -
hadoop - -

that can be computed parallel, the core of the MapReduce framework. The appearance

of performance is based on publications, that focus on the performance improvement of

a Hadoop cluster for certain analysis purposes [Gu and Gao, 2012] or general perfor-

mance improvements based on data locality [Hammoud and Sakr, 2011]. The aspect of

efficiency is related to performance, and queries is connected with databases in general.

Although the last four words cannot be assigned exclusively to Big Data, they are rel-

evant in the MapReduce/Hadoop context. Similar accounts for the word cloud, which

has gained in relevance in general within the computer science discipline, nonetheless

has contributed to the development of Big Data as a scalable storage environment as

well [Argawal et al., 2011; Ari et al., 2012; Assunção et al., 2013].

Topic 2 can be identified as the method dimension. In addition to the generic, method-

related words algorithm and method itself, the word graph brings up a specific type of

algorithms that are related to network analysis. Although graph theory is not solely

connected with Big Data, it becomes increasingly relevant for social network analysis,

which will be explained in further detail in the dimension-level analysis in the next

subsection. The fourth word, experiment results from the experimental character of

several publications in this dimension but hold a rather general character. The same

accounts for the remaining words problem, accuracy, parameter and approximate.

The words of the third topic do not fit completely with the remaining data dimension;
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they have a generic character of possible applications in the field of data analysis.

The combination of search, information, analysis, social, and computing indicates the

computation-based analysis of a social environment; however, the generic character of

the contained words will be analyzed in the next section in more detail (section 2.3.4).

Summing the first part of the Topic Model application for the validation of the di-

mensions up, the comparison of the results of the topic model analysis (database: all

abstracts of the identified Big Data publications) and dimensions derived from existing

definitions (database: all identified definitions) do have a high degree of overlap.

In a next step, the topic model is applied to a random set of publications from the field

of information systems in order to find out how meaningful the results are for the field

of Big Data. A randomly generated sample set of 105 publications (earliest publication

year 2010) from the included databases used for the literature review process, both

from proceedings and journals of the computer science field is analyzed. The results as

shown in table 2.5 contain a cross section of computer science related topics on a generic

level and therefore do not cover Big Data specific topics. The comparison with the Big

Data topics shows that the results of the Big Data corpus in comparison are not only

general computer science related topics. One aspect, which is for example missing in

the Big Data related publication is Topic 1 from the validation topics. Following words

as programs and code, this topic is focusing on programming, which is not represented

in the Big Data topics at all. Aspects as MapReduce or Hadoop are missing.

Nonetheless, one has to keep in mind, that scientific disciplines are affected by hypes as

well. The hypes within the community have an influence on the topics of publications

[Mertens, 2006; Schauer and Schauer, 2009]. Therefore, the analysis of a randomly

generated sample of publications do not lead to an all-embracing result, however can be

taken as an indicator for general topics.
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Table 2.5: Results of the Topic Model application on a randomly generated corpus

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

programs process algorithms performance data

code management queries memories mined

analysis development results system behavior

semantics creation complexity caches image

programming governance set disk digital

language services class control research

language studies - monitoring application

verification knowledge - drivers analysis

compiler shared - power techniques

In this section, the topic models have been applied on the overall corpus in order to

validate the identified dimensions. In the next section, the topic models will be applied

to dimension-specific publications in order to enrich those.

2.3.4 Analysis on the dimensional level

The dimensions described in section 2.2 have been used as a starting point for the

following analysis. The identified publications of the overall corpus, resulting from the

process described in figure 2.3 have been screened manually as a first step and were

assigned to the Data, IT infrastructure, and Method dimension. This assignment has

been carried out by two research assistants (including the author of this work) according

to the approach by Webster and Watson [2002], adapted from Salipante et al. [1982]. In

doing so, each publication has been assigned to one or more dimensions.

After a first manual run through the publications as a pre-step to the dimensional anal-

ysis with topic models, it became clear that i) the derived dimensions do not cover the
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recent publications entirely.

Within the analyzed corpus, several papers existed with an focus on the utilization of

specific Big Data technologies in an industry context with a subordinated consideration

of technological or methodological aspects. The overarching category for those publica-

tions has been named application. The author chose this notion in accordance with the

already established use in two of the analyzed definitions [Chen et al., 2012; Cuzzocrea

et al., 2011].

Furthermore, ii) it became clear that an assignment of each paper to only one dimen-

sions is not suitable due to the breadth of contained topics of the recent publications on

Big Data. The results of the assignments can be found in table 2.6.

Following the results, recent publications have focused on the infrastructure aspect, fol-

lowed by methods and applications. There were a total of twelve publications which

have been identified manually, targeting data-relevant topics, which explains why this

topic did not come up as a separate topic based on the application of the topic models.

Table 2.6: Number of publications per dimension after the manual assignment

Dimension Number of publications

IT infrastructure 112

Method 99

Application 84

Data 12

After the publications have been pre-assigned to the individual dimensions based on a

manual process, in the next step, the topic models are applied to the dimension-specific

publications except for the data dimension due to its low number of related papers.16 In

the following section, the results are discussed with respect to the extent to which and

how they account for the Big Data concept.

16The screening of the literature revealed that the topic of data relevant topics, e.g. data quality
management, meta data management, data modelling etc. has not been subject yet to publications in
the field of Big Data.
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Table 2.7: Results of the Topic Model application on the publications belonging to
the IT infrastructure dimension

Topic 1 Topic 2 Topic 3

cloud queries network
computing database social
cluster stores results

mapreduce search latency
processing analysis traffic
parallel research -
hadoop index -

distributed processing -
platform prototype -

- framework -

2.3.4.1 IT infrastructure dimension

The results of the topic model application on the 112 Infrastructure related publications

(mp = 0.86) show a distinction between words related to hardware (Topic 1) and software

(Topic 2) (table 2.7). Cloud computing plays a dominant role within the hardware topic.

Although the words cloud and computing do not account solely for a Big Data infras-

tructure, the increasing amount of data led to a rise in the cloud applications, and vice

versa; therefore, cloud computing, both as a driver and enabling technology, is relevant

within a Big Data hardware topic [Argawal et al., 2011]. Furthermore, the MapReduce

framework in combination with Hadoop cluster as a platform for the distributed, parallel

processing of the data play a major role within the field of Big Data-related hardware.

This dominance is emphasized as the words come up both in the analysis of the overall

corpus as well as based on the dimension-specific corpus.

The words in Topic 2 are representatives for a software-oriented perspective on Big Data,

which include queries, processed on databases or stores as subjects of data handling [Feng

et al., 2012]. Furthermore, the word combination search, indexing, analysis, and research

are an application/task-oriented perspective on the IT infrastructure. Prototype mainly

refer to the developed frameworks for test scenarios.

In contrast to several words in Topic 1, the words in Topic 2 are not connected explicitly
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with Big Data, as the contained words are general infrastructural topics. Topic 3 has

lower information value than Topics 1 and 2. Besides the first two words with network

and social, which fit into the named aspect of the (social) network analysis, no remaining

words fit into a specific category. The aspect of network analysis will be discussed in

the next section.

2.3.4.2 Method dimension

The results of the publications on methods (table 2.8) (mp = 0.71) offer two insights:

i) MapReduce/Hadoop play a major role in the method-related publications (Topic 2),

which is convincing because MapReduce is a methodological approach, Hadoop its im-

plementation. Therefore, whereas in the IT infrastructure section, publications target

the development of clusters, the focus in the methods dimension is on the fitting of the

MapReduce algorithm to data characteristic-related requirements. One would not cope

with the concept of Big Data if it were reduced on MapReduce/Hadoop, but with regard

to the open source availability and comprehensive developing community and support,

MapReduce/Hadoop have an outstanding position within the Big Data concept [McAfee

and Brynjolfsson, 2012]. Furthermore, ii) the results of the methods dimension high-

light the aspect of networks. This can be found in Topics 3 and 5, supplemented by

the word graphs, which demonstrates an increasing relevance for the analysis of social

online networks and named as a Big Data specific method Chen et al. [2012]. The study

and analysis of user behavior targets the analysis of online behavior in social networks

and platforms such as Twitter or Facebook, but still are general, research-related words.

In contrast to Topics 2, 3, and 5, Topics 1 and 4 do not represent distinctly identifiable

Topics. The words in Topic one are generic and do not allow to draw a conclusion to an

underlying Topic. Topic 4 holds general methodological words as algorithm or cluster

and point at machine learning based classification, which is not necessarily a Big Data

specific topic. Therefore, Topic 1 and 4 have not been considered any further.



Chapter 2. Characteristics of Big Data 41

Table 2.8: Results of the Topic Model application on the publications belonging to
the method dimension

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

signal mapreduce graph time rate

event processing search machine network

code hadoop studies virtual effective

resolution implementation research results service

parameters computing results cluster systems

- distributed users algorithm users

- systems online mean social

- queries prediction classification temporal

- efficiency network complex method

- cloud engines method analysis

2.3.4.3 Application dimension

The resulting topics in table 2.9 (mp = 0.64) cover a broad range of applications in

the Big Data context but non distinct identifiable. Topic 1 partly targets the analysis

of social networks, which corresponds to topics 3 and 5 from the methods dimension

(table 2.8). This finding emphasizes the relevance of the network topic and its analysis

within the Big Data context [Chen et al., 2012]. Topic 2 offers words such as busi-

ness, challenges, and market, which are generic application-related words that are not

distinctive for Big Data; therefore they do not contribute to a clarification of the appli-

cation dimension. The same accounts for Topic 3. In contrast, Topic 4 represents words

such as storage and system, which is an IT infrastructure aspect within the application

dimension but again these three words are generic.
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Table 2.9: Results of the Topic Model application on the publications belonging to
the application dimension

Topic 1 Topic 2 Topic 3 Topic 4

social business search model

emerging challenges information cloud

internet science time service

bias classification processing storage

information speech results application

research research user requirements

platforms - text systems

processing - emotional evaluation

user - - -

network - - -

2.3.5 Discussion of the results

In the past sections, Topic Models have been used to enhance a literature review for

an emerging topic in order to validate existing dimensions of Big Data and enrich those

with topics of current research.

The describing dimensions, derived from existing definitions by applying a deductive

approach, could partly be validated based on the analyzed abstracts. Especially the

dimensions containing the IT infrastructure respective methodological topic could be

retrieved, supported by the highest model precision Within publications related to this

dimension, an emphasize in research on MapReduce and its Open Source implementa-

tion Hadoop can be found; partly owed to its spread throughout science and practice

and its low acquisition costs [Garza et al., 2014].

As could have been expected, an application dimension did not result from the topic

model based analysis of the Big Data publications as a consequence of the low number
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of publications containing use cases and applications in a Big Data context. They were

not associated with specific key words, that would allow an assignment of the related

topics to the application dimension. This finding supports the identified research gap by

Pospiech and Felden [2012]. Nonetheless, several publications with an application focus

could be identified (table 2.6).

A data dimension could not be found in detail within the publications as well, although

aspects such as data quality management are critical success factors for Big Data ap-

plications [Kwon et al., 2014]. One potential reason for that is simultaneously one

limitation of this Topic model approach for the characterization of research fields. Its

output depends on the occurrence of a specific term within the title, keywords or ab-

stract. Consequently, publications, which might have a relevance for the topic, such as

the role of data quality management of company external data and are related with the

topic in focus, but do not contain the phrase Big Data will not appear in the corpus,

and therefore find no consideration.

This problem might gain in relevance in the future, as the connotation of the phrase

Big Data could become, for example, increasingly negative due to reasons such as its

connection with the media and national surveillance programs as well as its extensive

use for marketing purposes. These aspects could lead to a reluctant use by scientists.

Furthermore, Big Data relevant aspects could be discussed in nearby fields such as Busi-

ness Intelligence without being tagged with the keyword "Big Data," and therefore not

end up in the analyzed corpus.

A second limitation results from the methodology itself. In the research at hand, the

explanatory power of the Topic Models has decreased with an increasing homogeneity

of the analyzed corpus. Therefore, the results are more significant for corpuses, which

contain publications that cover a broader topic, instead of a narrow focus on one specific

field of research. Consequently, this approach is suitable for a first characterization of

a research field by delivering interpretable word lists, but can lead to fuzzy results on a

more homogeneous corpus in sub-domains.

In the next section, the results will be classified into a generic data analytics process to

identify potential blind spots within the Big Data-related research.
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2.4 Classification of the results into a generic data analysis

process model

By using topic models to analyze the publications on a dimensional level, the dimensions

could be enriched by the identification of subtopics in the last sections. Up to this point,

an understanding of Big Data was able to be developed, but a more detailed overview

about current emphasizes of research is missing. One option presented in this research in

order to reveal current emphasizes and blind spots, is to transfer the identified topics into

a generic data analysis process, using the individual processes as a second structuring

dimension. Additionally, this overview helps to identify potential relevant aspects for the

later maturity model development, as the filling of white spots fosters the contribution

to research and increases the relevance of the work.

Two popular generic analysis models are the model forKnowledge Discovery in Databases

(KDD) by Fayyad et al. [1996] and the Cross Industry Standard Process for Data Mining

(CRISP-DM) [Shearer et al., 2000]. The CRISP-DM has a business focus which results

in phases as Business Understanding and Data Understanding, that in turn are not a

distinct field of research. In contrast, the KDD process steps are on a more generic level

and are closer to the topics in research.

Consequently, the model by [Fayyad et al., 1996] has been selected as a basis. It has been

augmented by the step Result visualization to allow for the increasing complexity of the

analysis presentation in contrast to the presentation of reporting-oriented analysis [Liu

et al., 2013]. The original step Transformation has been included into the Preprocessing

step, as those two steps hold significant overlaps in the context of Big Data [Assunção

et al., 2015]. This fitted model has been augmented with related, exemplary publications

from the analyzed corpus, the same from the topic model application as well (figure

2.7).17 The selection and assignment of the publications has been carried out manually.

Step 1, Data selection, is not covered in publications within the analyzed corpus, al-

though the selection of adequate data sources has a major influence on the latter analysis

results. This aspect is covered so far only in publications from the field of information

requirement analysis [Byrd et al., 1992; Hansmann and Nottorf, 2015].

17The exemplary selection represents the main topics within the scanned literature. A assignment of
each individual publication is not practicable with regard to the number of publications.
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Figure 2.7: Current research topics of Big Data along the generic data analysis process
model

The publications for the data dimension in Step 2, Data gathering/preprocessing/storing,

focuses on the aspect of data consistency, when processing data from different sources

[Chute, 2012] and algorithm-based data privacy protection, which is of special interest

amongst others in the field of patient data [Zhang et al., 2012; Zhu and Li, 2012]. The IT

infrastructure within the step 2 inherits, amongst the different Hadoop implementations,

the aspect of data import into a Hadoop cluster [Xu et al., 2012]. The methodological

focus in step 2 is limited to the method detection of duplicates within databases [Zhe

and Zhi-gang, 2010].

Step 3, Data analysis, accumulates most of the publications. Data security-oriented

analysis frameworks can be found within the data dimension. The IT infrastructure

dimension of step 3 is dominated by Hadoop advancements that focus, among other

topics, on performance improvements [Kejiang et al., 2012]. According to the number

of Hadoop publications in the field of IT infrastructure, the method dimension is dom-

inated by parallel computing, which is primarily based on the MapReduce framework,

targeting aspects such as load balancing [Rosas et al., 2012] or energy consumption op-

timization [Hartog et al., 2012]. In addition to frameworks for parallel computation,

the development of analysis frameworks for certain types of data are within the focus
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in terms of i) the network analysis, applying graph theory approaches to analyze social

networks [Bliss et al., 2012] or ii) real-time analysis for streaming data [Ari et al., 2012].

The first application-oriented publications can be found within the Data analysis step;

these publications contain algorithms for intrusion detection [Jeong et al., 2012], recom-

mender systems [Han et al., 2012] and social media analysis [Liu et al., 2012].

Publications with Result interpretation can be found in the application dimension, tar-

geting the application of usage data from web search [Baeza-Yates and Yoelle, 2012] and

ontology-based data access approaches in clinical environments [Curé et al., 2012].

The main findings of the assignment of the publications into the generic data analysis

process are

• The current focus is on the data gathering/preprocessing/storing and data analysis.

• Both topics before the actual analysis (Data Selection) as well as afterwards (Data

Visualization and Result interpretation/action) are considered only sporadically or

not at all.

Potential explanation for the dominant focus on the infrastructural and methodological

parts within the pre-processing and analysis steps are amongst others, that research in

this fields can be carried out without the need for industry partners as performance

topics and analysis tasks can be carried out as well in a laboratory environment. In

contrast, the visualization and result interpretation/action are sensible topics for com-

panies due to the potential competitive relevance, which can in turn have an influence

on the willingness to cooperate with research institutions.

The subordinated consideration of the data dimension-related process steps in the fore-

front and afterwards of data analysis is surprising, considering that the data selection

process as well as the visualization and interpretation play a major role with regard to

the many available data sources. These steps are critical for utilizing the analysis results

[LaValle et al., 2011] and have been mentioned in one of the presented definitions as well

[Chen et al., 2012].18

18Again, the lack of publications related to step 1 and step 5 does not necessarily imply that no research
is carried out on this aspect in a Big Data context; the lack of publications can result from the absence
of the term Big Data in the key words, title or abstract of the publication.
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2.5 Distinction between Big Data and Business Intelli-

gence

With the rise of Big Data, critical opinions over this hype can be heard both from a

practitioners perspective [Fox and Do, 2013; Boyd and Crawford, 2012] and research

discipline specific perspectives [Barnes, 2013]. Both practitioners and researchers in the

field of Business Intelligence are critical as some of them do not acknowledge the novelty

of Big Data applications compared with Business Intelligence, which in turn has been in

the past years, following the results by Luftman and Ben-Zvi [2010] the most relevant

topic for CIOs.

Currently, it is argued that some achievements claimed by Big Data, such as the in-

tegration and analysis of social network data or the processing of sensor data, can be

found in Business Intelligence applications of the newer generations as well [Buhl et al.,

2013; Chen et al., 2012].

Examples are near real-time analysis, which do not follow the classical data flow process
19 that can be executed as well based on complex event processing engines.20

Recent Business Intelligence infrastructures have been adopted to meet the challenges

of the increasing data amount, applying the MapReduce framework and changing the

current ETL process towards an extract, load, transform process in order to overcome

this bottleneck of transformation [Dayal and Castellanos, 2009].

These developments are subsumed under the description Business Intelligence 2.0 [Tru-

jillo and Maté, 2012].

Despite those developments, however, most of the currently existing Business Intel-

ligence systems in companies are still static, focused primarily on generating reports

based on data from operational systems such as sales data [Negash, 2004]. Therefore,

as it will be illustrated in Chapter 3 as well, existing maturity models from the field of

Business Intelligence cannot be applied to companies if the focus is on Big Data.

19i) Data gathering, ii) extract transform load (ETL), iii) storing and data warehouse, iv) processing on
mid-tier servers, e.g. OLAP server or data mining engine and, v) front end application

20The event data are directly loaded into an event processing engine with a standing query in order
to detect trends, such as those based on streaming data [Chaudhuri et al., 2011], yet without the
processing in a data warehouse; ultimately reducing the time needed from the point of data gathering
to the data analysis.
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Although from the authors point of view, a concluding differentiation between Business

Intelligence and Big Data is not possible as also no common understanding of Business

Intelligence exists [Gluchowski and Kemper, 2006; Rouhani et al., 2012], this work argues

that Big Data is not to be understood as an advancement of Business Intelligence.

Rather, it is to be understood as a paradigm respective concept as described by [Lane

et al., 2014, P. 46], stating that

"[]...the term better reflects a paradigm than a particular technology, method

or practice. There are of course, characteristic techniques and tools associ-

ated with it but more than the sum of these parts, big data, the paradigm,

is a way to of thinking about knowledge through data, and a framework for

supporting decision making, rationalizing action, and guiding practice."

This broad understanding is consistent with the understanding of Big Data in this thesis,

seeing Big Data as a whole concept.21

2.6 The critical perspective on Big Data

After an initial phase of high expectations and a one-sided positive appraisal of Big

Data, the number of publications and opinions with a critical perspective on Big Data

is increasing [Boyd and Crawford, 2012]. The critics and those hesitant to Big Data

are on different levels and granularity and come both from scientists as well as from

practitioners. In order to structure the different arguments, the critics can be assigned

to political, legal, ethical, and scientific issues. The questions by Boyd and Crawford

[2012]

"Will data analytics help us understand online communities and political

movements? Or will it be used to track protesters and suppress speech?"

show, that Big Data has both the potential to be applied in a positive way and to be

diverted from its intended use.

21This definition has not been identified in the course of the structured literature review as it is part of
a book and therefore not indexed in scientific databases.
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The critical perspective regarding political and legal issues has gained momentum

amongst others on ground of the publication of documents, describing the extent of the

surveillance by the United States National Security Agency [Gellman and Poitras, 2013].

The examination of the breadth and depth of spying revealed extensive surveillance

programs by most of the Western intelligence services. Basis for the programs are

technologies and data processing techniques, which are used within business-related Big

Data applications, as well particularly in the automated processing of text, speech, and

other types of unstructured data. Due to a large number of newspaper articles naming

Big Data in the context of the surveillance programs, Big Data is perceived increasingly

negative [Lyon, 2014].

The discussion about data analysis in a broader context has risen a debate about the

ownership of data as well when it comes to public available data from social networks

and platforms, both driven from a legal and ethical standpoint. Although most of the

data such as tweets are freely accessible as determined in the terms of service, it remains

unclear from an ethical point-of-view, in how far these data are allowed to be used for

analysis purposes, e.g. opinion and sentiment mining by third parties.

From a scientific point-of-view, Big Data has opened up a new research field, in which

scientists from a wide variety of disciplines strive to contribute. At the same time, parts

of the research community are critical towards the work of some colleagues, naming

i) a lack of future-time reference

ii) the use of a distorted database

iii) the negative influence of Big Data on the focus and process of research

as main critical points [Gayo-Avello, 2011].

Regarding i), research targeting the prediction of electoral behavior, until today, the

existing publications explain the behavior subsequent to the election. No factual pre-

diction has been published so far in the forefront of the election [Gayo-Avello, 2011].

ii) The distorted database is a limitation towards the explanatory power of research but

has been named only sporadically in existing publications [Boyd and Crawford, 2012].

Twitter users are representing only an excerpt from the overall population; therefore

they are not a representative sub-set. As Twitter does not publish facts about their
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users besides basic data such as number of active accounts and share of accounts outside

the United States, a social media marketing company has analyzed 35 million Twitter

profiles in order to reveal the average Twitter user: a female, 28 years old, a citizen of

the United States, and user of an iPhone. Although the 35 Million represent around 15

percent of the active user, it gives a first impression of the background of the tweets.

Therefore, statements made on the basis of tweets cannot be generalized on the overall

population. This problem is well known in the field of market research but in contrast,

the high volume of data used when analyzing social media suggests universal validity.

The critics regarding iii), the change of research, is summarized by Anderson [2008],

stating in an early publication on huge data volumes that

"the petabyte-age [...] forces us to view data mathematically first and establish

a context for it later."

The increasing amount of data available leads to research which puts the emphasize

on correlation rather than on causation, although "Data without a model is just noise"

[Anderson, 2008]. Consequently, the number of models explaining human behavior de-

creases, although that is one focus of research in the field of social sciences [Boyd and

Crawford, 2011].

Summing up the critical perspective on Big Data, the future development of Big Data

depends on the belief in the explanatory power of data. Using an excerpt of the char-

acteristics of Big Data by Boyd and Crawford [2012] the explanatory power of data can

be understood as "the widespread belief that large data sets offer a higher form of in-

telligence and knowledge that can generate insights that were previously impossible, with

the aura of truth, objectivity, and accuracy", which will remain both within science and

practice.

2.7 Main chapter results

Big Data is one popular topic both in science and practice in which describing char-

acteristics and contained topics are perceived differently. Therefore, the beginning of

Chapter 2 offers a first characterization of Big Data. Based on a mixed qualitative and

quantitative approach, using recent literature on Big Data, the dimensions Data, IT
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infrastructure, Method and Application have been identified. Topic models have proofed

themselves as a suitable approach for the characterization of an emerging research field,

although the quality of the results depends on the heterogeneity and number of the

documents in the analyzed corpus. Furthermore, relevant publications might be left out

because they do not hold the searched keyword, although they might contain relevant

information.

Moreover, the assignment of the results to the phases of the generalized data analy-

sis process reveals a under-represented consideration of the steps Data selection, Result

visualization, and Result interpretation/action in the current Big Data research. The

emphasis is on research associated with Data pre-processing and Analysis. The relevance

of this comprehensive review of Big Data results, as explained before, from its novelty

in combination with the breadth and depth of the contained dimensions and topics.

In order to give a comprehensive view on Big Data, critical aspects targeting political,

legal, ethical, and scientific issues have been presented.

After the characterization of Big Data, in the next section, the concept of maturity mod-

els and the contextual brackets of Design Science Research are presented as a starting

point for the subsequent maturity model development.



Chapter 3

Maturity Models - Theoretical

foundations

The goal of this dissertation is to develop a model that captures different maturity levels

of Big Data. As it will be explained in detail later on, each maturity level consists of

capabilities targeting the handling of Big Data relevant processes and activities. The

resulting maturity model can be used as a basis for the construction and improvement

of an organization as maturity models have proven themselves as a basis for the design

of an organization [Carley, 2002].1 Maturity models belong to the group of reference

models, which is a specific type of models studied in information system research.2 With

regard to the relevance of reference models for this research, the aims of the following

chapter are

i) Develop an understanding of characteristics of models as well as the construction

and application of reference models in general

1The understanding of organizations in this work follows [Aldrich, 2008, p. 14], defining organizations
as "[...] goal-directed, boundary-maintaining, activity systems." The focus is on the aspect of activity
- resulting in achievements - as those are primary the ones, which are supposed to be evaluated by
applying a maturity model. The change and improvement of those activities in a subsequent step is
supposed to increase the maturity. A discussion on the approaches for organization change - transfor-
mation management and organizational development - is not pursued as organizational changes, based
on the maturity evaluation, are beyond the scope of this thesis [Inversini, 2005, p. 34ff].

2As described in Chapter 1, research in the field of Business Information System Engineering can be
distinguished into the design and behavior oriented paradigms. The focus of the work at hand is on
the design oriented research.

52
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ii) Give an overview about the elements and characteristics of maturity models as a

specific type of reference models

iii) Present the current research both on the maturity model construction models as

well as the maturity models in the field of Big Data and nearby fields

In doing so, as a first step, models and reference models as a specific type of models are

characterized based on relevant literature.

Second, based on a literature review, existing meta-studies of maturity models are iden-

tified and used to carve out the key elements and characteristics of maturity models.

Third, using again the method of a literature review, construction models are compared,

followed by the analysis of maturity models from a scientific background with relevance

for Big Data in order to carve out contained topics and potential white spots.

Following the characterization of models by [Stachowiak, 1973, p. 131ff], describing

features are

• Reproduction: A model is a reference to an underlying original

• Reduction: The abstraction from the underlying original leads to the model

• Pragmatism: The degree of abstraction and the construction is dependent on

the models purpose

The aspect of Reproduction is focusing on the underlying original that acts as a starting

point for the model development; in this case the underlying original is to be understood

as the companies’ set of capabilities in dealing with Big Data.

Reduction: It is assumed that all attributes of the underlying original are known but not

everything has to be taken necessarily into account for the resulting model. Transferring

this to the Big Data maturity model to be developed, the abstraction from the underlying

original is carried out by defining specific capabilities that can be used to represent

different maturity levels. The selection of items is guided by pragmatism (next aspect)

and model purpose.

The feature pragmatism is described by the aspects intentionality, temporality, and sub-

jectivity, which can be summarized by asking for whom, when, and what [Stachowiak,
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1973, p. 133], which makes this one of high relevance for the later maturity model con-

struction. Both the modeler and the target group in terms of subjectivity and intention

have to be taken into account during the modelling process. A Big Data maturity model

entails numerous potential target groups, both amongst industries as well as business

units. Consequently, the maturity model construction process has to incorporate the

identification and selection of the target group.

Furthermore, models describe the underlying original to a point of time and therefore

do not claim a permanent validity. This aspect gains in relevance with regard to the

dynamic, relative character of maturity as it will be explained in section 3.3. Therefore,

a regular update of the model is relevant.

Models that contain a recommendation and universality for a certain context are denoted

as reference models [vom Brocke, 2003, p. 31]. As maturity models belong to the field

of reference models, types and characteristics of reference models are discussed in more

detail in the following section.

3.1 Reference Models - Definitions

Within the field of information systems, reference models have gained in relevance since

the 2000’s [Fettke and Loos, 2004]. Since reference models are a special type of model,

they share parts of the general model characteristics with regard to the assumed univer-

sality [vom Brocke, 2003, p. 32]. This resulting universality under specific conditions

is discussed in the scientific community as this would inherit a universal validity of the

model [Mettler, 2010, p. 36]. In addition, the aspect of reference has a double meaning.

It stands both for the reference towards a subject/system as well as for the reference

in terms of a recommendation character of such a model. Therefore, following the def-

inition of [vom Brocke, 2003, p. 34] a reference models as a specialization of models is

an

"[...] Information model that people develop or use to support the construc-

tion of application models in which the relation between reference- and ap-

plication model is characterized that the subject or content to the reference
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model is used for the subject or content for the application model construction

as well."3

Thus, in the context of reference models, related model types are information models

and application models, which will be briefly described.

Information models are understood as models that are focused on the information within

an organizational system, resulting from the construction process, in which informa-

tion elements, their connection and dependencies, needed for an information system,

are described [Schütte, 1998, p. 63]. One example of information models are Entity-

Relationship-Models [Chen, 1976]. Those application models are company-specific mod-

els, which i) can contain dynamic aspects and ii) have been developed based on a ref-

erence model [Braun, 2009]. Therefore, an application model is a specified reference

model.

As reference models are design oriented models, the distinguishing factor between those

and natural science oriented models is the focus on utilization rather than truth [March

and Smith, 1995, p. 256]. Consequently, reference models can contain aspects of valua-

tion and subjectivity caused by the aspect of pragmatism, named by Stachowiak [1973]

[Mettler, 2010, p. 36].

Nonetheless, the reference of reference models can be towards best practice or common

practice, which supports its demand for universality [Becker et al., 2002]. The demand

for universality has an influence on the dimensions of Big Data, which are taken into

account as a basis for the maturity model; the broader the dimensions - describing the

maturity object in focus, in this case Big Data - are defined, the more universal the

resulting model can be. At the same time, an increasing level of universality can reduce

the explanatory power, as the model explanations are too abstract and hold too many

generalizations.

After defining reference models, the process for reference creation is explained.

3"Ein Referenzmodell (ausführlich: Referenz-Informationsmodell) ein ist Informationsmodell, das Men-
schen zur Unterstützung der Konstruktion von Anwendungsmodellen enwickeln oder nutzen, wobei
die Beziehung zwischen Referenz- und Anwendungsmodell dadurch gekennzeichnet ist, dass Gegen-
stand oder Inhalt des Referenzmodells bei der Konstruktion des Gegenstands oder Inhalts des Anwen-
dungsmodells wieder verwendet werden."[vom Brocke, 2003, p. 34]; translated by the author of this
thesis
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3.2 Process steps for reference creation

The existing research in the field of reference models can be categorized into the process

of model construction and model application [Fettke and Loos, 2004].

The first one focuses on steps which have to be undertaken in order to construct a

reference model. The latter one deals with the specialization in terms of the application

of reference models for the design of information systems in firms. The scoping of the

maturity model, which has an influence both on the construction as well as subsequent

application will be carried out in Chapter 5. In the thesis at hand, the focus is on the

model construction, resulting in the maturity model for Big Data.4

3.2.1 Model construction

Within existing literature on the model construction process, different meta-models have

been identified. Following the meta study of Fettke and Loos [2004], the process of model

construction can be classified into four steps: i) problem definition, ii) construction in a

narrower sense, iii) evaluation, and iv) maintenance. The named phases are those which

can be found throughout the most relevant construction approaches and thus are used

for the coming elaborations.5

The problem definition contains the identification and description of the target state

under consideration of the respective subject to be analyzed, the selection of a mod-

elling language, and the utilized modeling conventions. The model construction in a

narrower sense inherits the conceptualization of the forefront-defined subject, based on

the selected modelling language.

The subsequent model evaluation analyzes in how far the designed artefact can be used

to improve the targeted subject. The model evaluation has been identified as a relevant

but subordinately considered phase so far. Although a number of evaluation approaches

exists, the related strength and weaknesses, as well as premises, have not yet been

analyzed extensively [Fettke and Loos, 2004]. Considering the practical relevance of

maturity models, the aspect of evaluation will be one focus area of the maturity model

4The Model application can be found as well in the course of the model evaluation but as no instance is
developed, it is not the primary focus.

5Further Aspects as communication appear rarely and therefore are not further considered [Peffers et al.,
2007].
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construction as described in Chapter 1.6

The reference model maintenance inherits processes in order to fit the developed model

to changes in the environment that affect the model’s validity [Hevner, 2007].

Based on the described generic model construction process steps for the development of

reference models, numerous construction models for the development of maturity models

exist. These will be discussed in section 3.3.5.

3.2.2 Model application

The second step of the reference creation is the Reference Model application. Following

Schütte [1998], reference model applications can be classified into

• The application for the analysis of the current situation, resulting in an evaluation

of the as-is situation

• The description of a company-specific information system

The focus of maturity models is the evaluation of a current status quo [Paulk et al., 1993],

the currently existing capabilities in a specific field are in the focus. Consequently, the

first type of application is the focus. The application of reference models can be split

into four phases, i) problem definition, ii) identification of requirements, iii) search and

selection, and iv) construction and application [Fettke and Loos, 2005]

Following the approach by Schütte [1998], the application of reference models for the

analysis and improvement of organizations starts with the existence of a problem; the

deviation between the actual state and a desired state. At this point, the company in

focus does not know how to identify and overcome this deviation from the desired state

[Bretzke, 1980, p. 33ff].7

In a next step, the causation for the problem is identified based on the investigation of the

company’s structure. This structure helps to prioritize which parts of the organization

and related processes have to be analyzed in more detail.

6The related research goal is the development and application of a maturity model evaluation approach,
focusing on the suitable representation of maturity in the developed model.

7Based on this statement, it can be discussed in how far maturity models belong to reference models as
one main critic of maturity models is the sole focus on the evaluation on status quo; no recommendations
for the improvement of the situation are given [Biberoglu and Haddad, 2002].
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The current processes act as a basis for the selection of a suitable reference model.

Based on that, operations are compared with those given by the reference models. At

this point, an in-depth discussion of the processes is needed. Resulting differences are

optimized subsequently. The application of reference models is not in the focus of this

work as no instance, e.g. software, is developed for the model application. Instead, an

application is only carried out during for the model evaluation (Chapter 4) but not for

the subsequent improvement of processes etc. as described before.

After describing reference models and the related construction and application processes,

maturity models as a subcategory of reference models are described.

3.3 Maturity Models

In the following chapter, the topic of maturity models is described. The approximation

follows a multiple-step approach with an increasing focus on maturity models in the

context of Big Data.

In a first step, the concept of maturity in general is introduced. Next, research-based ma-

turity models in general are described with their contained elements and characteristics.

This outlining of maturity models is followed by the presentation of different approaches

for the construction of maturity models. Subsequently, maturity models from the field of

information system research, business information system engineering, and in particular

for the field of Big Data and associated fields such as Business Intelligence are discussed

based on a literature review.

3.3.1 The concept of Maturity Models

The concept of maturity models was published for the first time in 1973 in terms of

a staged model for the planning, organizing and controlling of processes related to the

management of a company’s IT resources [Nolan, 1973; Damsgaard and Scheepers, 1999].

The concept gained attention with the development and publication of the Capability

Maturity Model (CMM) and its enhanced version Capability Maturity Model Integrated

[Humphrey, 1988]. The initial CMM has been developed to describe different stages of

maturity of software development. Around the CMM, some models have been developed
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and improved in the course of time which are accepted by the International Standards

Organization, namely BOOTSTRAP and SPICE, as a programming framework respec-

tive a framework for the evaluation of business processes [Mettler, 2010, p. 63] [Kuvaja,

1999].

The basic idea of the early maturity models has been the assumption that a high matu-

rity is connected with and also can be measured via the existence or absence of certain

process capabilities. Therefore, in the work by Paulk et al. [1993] a maturity level is

defined as

"[...] a well-defined evolutionary plateau towards achieving a mature software

process."

Maturity models are used to compare and evaluate different states of capabilities in

specific areas in companies. Maturity in this context is defined as "the state of being

complete, perfect of ready" [Simpson and Weiner, 1989]. Nonetheless, the implicit notion

"evolution" by Paulk et al. [1993] can be seen as pointing at the dynamic character of

maturity.8

Within science and practice, maturity models with two different perspectives can be

found [Wendler, 2012]. The less common one is the life cycle perspective, which is based

on the assumption that an object will pass through different stages on its way of devel-

opment to a final state of maturity, comparable to the life cycle concept of a product

from the market entrance to its decline [Utterback and Abernathy, 1975].

The second maturity model perspective is called potential performance perspective. Mod-

els with this perspective assume a connection between the maturity level and the related

performance, i.e. the higher the maturity of an object, the better its performance. With

regard to the investments needed for building up and improving capabilities relevant

for Big Data, companies expect a performance improvement in order to advocate the

financial effort. With regard to the aspired practical relevance, and the diverse, dynamic

field

• a company is not necessarily passing through each stage on its way to maturity

and

8The influence of this dynamic on the maturity model construction process will be described in more
detail in Chapter 4.
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• Big Data is closely connected to the aspect of performance as the company’s de-

cision making can be improved by capabilities in the field of Big Data.

Therefore, the potential performance perspective is taken.

After describing the concept of maturity, in a next step the elements and characteristics

of maturity models are explained.

3.3.2 Model elements and characteristics

Early maturity models have established themselves as helpful instruments for the ma-

turity evaluation of companies [De Bruin et al., 2005]. Existing models come from both

a practitioner as well as scientific background and cover diverse topics such as the fields

of process management [De Bruin and Rosemann, 2005] and health care [Grindle et al.,

2013].

Regardless of the heterogeneity of existing maturity models from different disciplines,

a number of characterizing elements can be recognized. In the following subsection,

an overview about elements and characteristics of maturity models in general is given.

In doing so, based on a literature review, four publications have been identified which

describe elements of maturity models as listed in table 3.1.

Lahrmann and Marx [2010] name i) the maturity concept, ii) dimensions, iii) level, iv)

maturity principles and v) the assessment as properties of maturity models.

i) In their view, the maturity concept can target the aspects of people (people’s knowl-

edge in conducting business-relevant processes [Curtis et al., 2001]), process ("the extent

to which a specific process is explicitly defined, managed, measured, controlled, and ef-

fective.” [Paulk et al., 1993]), and object maturity ("the respective level of development

of a design object" [Mettler, 2010; Gericke et al., 2006]).

ii) Dimensions in the context of maturity models are used to structure the subject of

analysis.10

iii) The maturity levels are used to distinguish and arrange different capabilities in order.

For each level, a description is assigned, which contains the main characteristics of the

9The order of the elements in the table differs from the one in the text in order to achieve a comparison
between the different publications.

10A more detailed discussion on the aspect Dimensions can be found in Chapter 4 and 5, potential
dimensions of Big data have been identified in Chapter 2.
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Table 3.1: Elements of maturity models identified in literature on the construction
and application of maturity models.9

Lahrmann and Marx
[2010]

De Bruin et al. [2005]
Fraser et al. [2002]

Wendler [2012]

Level Level Defined set of levels
Assessment Assessment Defined criteria for

measurement purposes
Dimension Number of dimensions

which offer a problem
oriented perspective on
the subject

Maturity concept Distinct notation for each
maturity level e.g. initial,
defined, repeatable,
managed, optimized

Maturity principle Generic description of the
characteristics for each
maturity level
Number of elements that
describe each dimension in
more detail

related maturity.

iv) The maturity concept targets the scoring of a company, based on the maturity model,

which can be either continuous or staged. Continuous maturity models allow a scoring

of companies capabilities on different levels for each dimension. Therefore, the level

can "be either weighted sum of the individual scores or the individual levels in different

dimensions" [Fraser et al., 2002]. In contrast, staged maturity models limit the levels to

the defined stages and do not allow the specification of situational levels.

v) Assessment as the fifth characterizing element targets the approach how the actual

assessment of companies’ capabilities based on the maturity model is expressed. The

description of the result can be either quantitative based on a scale (e.g. Liker-Scale) or

qualitative, using descriptions in terms of a couple of sentences [Fraser et al., 2002].

The majority of the identified maturity model elements by Fraser et al. [2002] and De

Bruin et al. [2005] are congruent to the one by Lahrmann and Marx [2010] but with

partly different notions.
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The only difference with regard to content is the level of detail selected to describe each

element.

In contrast to the work by Lahrmann and Marx [2010], Fraser et al. [2002] and De Bruin

et al. [2005], Wendler [2012] identifies only two basic elements, i) a defined set of levels

that represent different stages of development and ii) defined criteria for measurement

purposes as conditions, processes and application targets. This broader understanding of

maturity models leaves out formal aspects, targeting the description of maturity levels,

i.e. the maturity concept and the maturity principle.

After giving an overview about the main elements of maturity models, the elements

levels, assessment, and dimensions as key components, are described in more detail in

the next step.

The number of maturity levels in a model is between three and six. Less than three levels

are too undifferentiated and therefore offer a lack in explanatory power. More than six

levels do not allow a distinct differentiation between the single levels [Fraser et al., 2002].

The distinct notation of each level is supposed to hold an evaluating statement that gives

a short-term idea of the subject’s maturity. The description of the characteristics of each

maturity level occurs often in the form of a few sentences, e.g. "Quantitatively manage

organizational growth in workforce capabilities and establish competency-based teams" as

a description of the fourth level of the people capability maturity model [Curtis et al.,

1995].

Most of the topics, which have been subject to a maturity model, have a wide scope

regarding the content and contain numerous subtopics, e.g. Supply Chain Management

[Lockamy and McCormack, 2004] and Business Intelligence [Lahrmann et al., 2010] etc.

In order to allow a later assessment based on the model, the subject in focus has to

be divided into describing dimensions, which in turn are dependent amongst others on

the model goal and audience [De Bruin et al., 2005]. Dimensions are fractions of the

overall subject of analysis. The number of dimensions per maturity model depends on

the focus and on the subject of analysis of the model. Each dimension is described to

set the boundaries and work as a basis for the further description of elements for each

maturity level. These elements have to be explicitly measurable [De Bruin et al., 2005;

Fraser et al., 2002].

In summary, a maturity model consists of three to six maturity levels, each described
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with a few characterizing sentences and backed up with a number of related measurement

per dimension and level.

After describing the elements of maturity models in the last step, the goal is to give an

overview about existing construction processes and possible generalization approaches.

In section 3.3.3, an overview about research on maturity models in general is given, in-

cluding a critical perspective on maturity models (section 3.3.4), followed by a summary

about construction models (section 3.3.5) and maturity models with relevance for Big

Data (section 3.3.6).

3.3.3 Current research

Since the invention of the maturity concept, maturity models are of interest for both

scientists as well as practitioners. The interest in the topic results in numerous publica-

tions from both groups.

A first overview about the methodological aspects of maturity models in the current

research can be found in Wendler [2012], who analyzed 237 maturity models from 22

different domains. The first finding of the literature review by Wendler [2012] is, that

despite the arrival of the maturity model concept in different scientific disciplines, the

majority of the publications have their origin still in the field of software development

and engineering with 89 publications. In contrast, solely three publications belong to

the field of BI.11

The publication analysis reveals furthermore that i) the number of publications differ

significantly between the two main research fields, model construction, and model ap-

plication.12.

The majority of the publications is concerned mainly with the application of maturity

models, aiming at the assessment of processes and organizational structures in different

fields such as software development, e-learning , and supply chain management [Lock-

amy and McCormack, 2004; Marshall and Mitchell, 2004; Neuhauser, 2004]. A smaller

share of publications on maturity models is focused on the underlying construction pro-

cess, executing different construction approaches.
11This will be reflected in the relatively low number of publications on maturity models, which can be
used to extract relevant aspects for a Big Data maturity model.

12These two groups are resulting from the origin of the maturity model concept in the field of reference
models, which can also be split into model development and model application. These two groups have
already been presented in sections 3.2.2 and 3.2.1
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Besides these groups, a class of paper can be identified, which is focused on the transfer

and adoption of existing maturity models on new topics and therefore neither develop a

complete new model nor are limited to the sole model application [Veldman and Klingen-

berg, 2009; Drinka and Yen, 2008]. Most of these transfer papers revert to the capability

maturity model (CMM) from the field of software development [Paulk et al., 1993].

3.3.4 A critical perspective on Maturity Models

Despite their widespread acceptance, maturity models have been subject to criticism

as well, targeting their application and methodological foundations. The application

oriented critic targets the lacking explanation of needed changes to reach a higher matu-

rity level as most of the models only serve for the maturity evaluation and do not offer

subsequent improvement actions [Kamprath, 2011]. This criticism arises partly from

practitioners as a sole maturity evaluation is merely an initial step in the overall process

of improvement from a company’s perspective.

Further critics target the strong focus on processes, in that processes may lead to a de-

ficient consideration of the workforce’s qualification and capabilities [Bach, 1994]. This

focus, in turn, leads to a high degree of formalism which then can result in lower inno-

vation capabilities of the employees [Herbsleb and Goldenson, 1996].

In addition, companies that show a congruence with processes of a high maturity level

do not necessarily imply success, as the overall company’s improvement in performance

may not be necessarily achieved only via the specified processes [Montoya-Weiss and

Calantone, 1994; Mettler, 2010]. This criticism points out the relevance of the maturity

measurement selection during the model construction process.

The methodological oriented critic in contrast is targeting the lack of a sound theoretical

foundation of most of the developed models. A literature review on Business Intelligence

maturity models from both a scientific and practitioner background by Lahrmann et al.

[2010] revealed that only one out of ten models is based on a sound theoretical foun-

dation [Biberoglu and Haddad, 2002]. This lack of a theoretical foundation is referring

to both the initial model construction as well as the later model testing for validation.

If the model development and validation is based on the input of a few companies or

persons, the selection of these can lead to a key informant bias [Lahrmann et al., 2010].
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This accounts especially for models populated based on a qualitative approach.

Following the critique by Bach [1994] regarding the CMM, in which he states

"The CMM has no formal theoretical basis. It’s based on the experience of

"very knowledgeable people". Hence, the de facto underlying theory seems

to be that experts know what they’re doing. According to such a principle,

any other model based on experiences of other knowledgeable people has equal

veracity."

Consequently, the use of a Delphi study for the model construction does not necessarily

lead to a valid model.

Therefore, in the description of the construction process (Chapter 4) and the actual

maturity model construction (Chapter 5), the aspects of a methodological based model

population and the subsequent model evaluation will be in the focus.

After giving an introduction into research in the field of maturity models in general

and related criticism, the following elaborations on current research follow the structure

of this thesis. In a first step, the focus is on the research on the model construction.

Different construction process models are discussed and compared, followed by the de-

scription of existing maturity models from the field of Big Data and Business Intelligence

regarding the underlying model construction process and the covered maturity aspects.

3.3.5 Generalized process models for Maturity Model construction

The construction model for the development of the Big Data maturity model is one

emphasize in this research. Therefore, different construction models will be described

and compared.

An overview about different construction models for the development of maturity mod-

els, which are primary modifications of the general design science research process by

Peffers et al. [2007] and Hevner et al. [2004], can be found in Steenbergen and Bos [2010].

With regard to the years passed since the publication of the research by Steenbergen and

Bos [2010] and the dynamic in this field, this publication is taken as a starting point and

is enriched by research papers containing maturity models, which have been published

after the one by Steenbergen and Bos [2010] in the year 2010. The publication selection
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has been done based on the publication list by Wendler [2012], enriched by models,

which have been published after the analyzed period by Wendler [2012], using the same

keywords in the databases of Business Source Complete (EBSCO), ACM, Science Direct,

Emerald Management, and SpringerLink, following the literature review approach de-

scribed in Chapter 2, following the approach by Wendler [2012] the key words "maturity

model", "capability model", "process improvement model", "maturity grid", "competency

model", and "excellence model" have been selected.

Furthermore, publications from the International Conference on Information Systems

(ICIS), the European Conference on Information Systems (ECIS), the American Con-

ference On Information Systems (AMCIS), the Hawaii International Conference on Sys-

tem Sciences (HICCS), and the International Conference on Wirtschaftsinformatik (WI)

have been taken into account as well as these conference are the leading conferences from

the field of Information Systems.

The construction models which that have been identified in the course of the literature

review can be found in table 3.2.13 The common process phases will be described in the

following elaborations [Steenbergen and Bos, 2010].

The scope phase is setting the boundaries of the model to be developed. The subject

of the model is defined as well as the latter target group. This decision influences the

model content, the further construction process, and the final model description. The

decision regarding the trade-off between practical relevance and scientific foundation is

made.

In a next step the model design is defined. The dimensions for the description of the

model subject are carved out and the theoretical basis regarding the used methodologies

is set. This phase, especially the dimension definition, is influenced by the scope set in

the step before.

The subsequent develop instrument phase contains the description of maturity levels

and the identification of related measurements. The order of these two steps depends

on the construction approach. In the case a top-down approach is selected, as a first

step, the levels are defined followed by the measurement identification. In the case a

bottom-up approach is selected, the measurements are identified first and used for the

definition of the maturity levels subsequently.

13Additional identified publications to the ones presented by Wendler [2012] are the construction ap-
proaches by Lahrmann et al. [2011a], Lukman et al. [2011], and Marx et al. [2012].
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During the final implement & exploit phase, the model developed in the step before

is used to evaluate companies’ maturity in order to test the model’s capabilities and cor-

rectness. Furthermore, the model is updated and fitted according to potential dynamics

of the topic in focus.

As it can be seen in table 3.2, the listed models differ regarding i) the level of granu-

larity and ii) the emphasis of the individual phases.14 Additionally, iii) the degree of

orientation towards the principles of design science research approach can be taken as

a distinguishing factor. Except for the models by De Bruin et al. [2005] and Reyes and

Giachetti [2010], the listed construction approaches are similar to the phases of the de-

sign science research process [Hevner et al., 2004; Peffers et al., 2007].15 A more detailed

discussion on construction models with relevance for this research will be carried out in

Chapter 4.

Up to this point, an introduction into the concept of maturity and maturity models has

been given, followed by the description of the main elements of maturity models and

existing construction approaches for the maturity model development.

In a next step, existing maturity models with relevance for Big Data - primary from the

field of Business Intelligence - are presented in order to carve out the current state-of-

the-art as well as to identify white spots that are supposed to be filled with the maturity

model to be developed.

3.3.6 Current research on Maturity Models in the field of Business

Intelligence and Big Data

Following its origin in the field of Software Development Maturity [Paulk et al., 1993],

maturity models are a topic of interest in the context of information system for several

years [Raber et al., 2012, 2013a]. Again, the literature review byWendler [2012], covering

the years from 1993 to 2010 is taken as a starting point, using the key words "maturity

model", "capability model", "process improvement model", "maturity grid", "competency

model", and "excellence model". The searched databases are Business Source Complete

14The construction approach used by Raber et al. [2012] is not considered further as it follows the same
approach as Lahrmann et al. [2011a].

15A discussion of these differences based on the construction models of De Bruin et al. [2005] and Becker
et al. [2009] can be found in Chapter 4.
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(EBSCO), Science Direct, Emerald Management, and SpringerLink. Furthermore, publi-

cations from the International Conference on Information Systems (ICIS), the European

Conference on Information Systems (ECIS), the American Conference On Information

Systems (AMCIS), the Hawaii International Conference on System Sciences (HICCS),

and the International Conference on Wirtschaftsinformatik (WI) have been taken into

account as these conferences are commonly seen as leading conferences from the field of

Information System research. The considered period of investigation is extend to paper

published from 2010 until 2014.

In a next step, the identified maturity models following the approach by Wendler [2012]

have been searched for maturity models from fields relevant for this research such as

Business Intelligence. The used key words are "Big Data", "Business Intelligence", "An-

alytic", and "Decision Support". The goal is to identify as well maturity models which

may not be developed in the context of Big Data, but contain nonetheless aspects rele-

vant for the maturity model to be developed. This approach follows the argumentation

of Chen et al. [2012], describing different development stages of Business Intelligence

and Analytics in which the highest stage can be understood as Big Data.

The resulting publications have been scanned manually for maturity models, focusing

on the topic of Big Data and nearby analytic topics as described above.

After removing non-relevant papers, nine publications additionally to the ones identified

by Wendler [2012], mainly from the field of BI could have been identified since 2010

[Lahrmann et al., 2011a,b; Lukman et al., 2011; Marx et al., 2012; Dinter, 2012; Raber

et al., 2012, 2013a,b; Brooks et al., 2013], containing both maturity model constructions

as well as model applications. Maturity models older than 2010 have not yet been taken

into account, as the topic Big Data in fact was not represented in research before 2010.

This analysis reveals that currently no maturity model for Big Data with a scientific

background exists. This finding demonstrates the relevance of this research. The rela-

tively low number of paper in BI maturity is congruent with the findings in the literature

review by Aruldoss et al. [2014], analyzing the current research in the field of BI.

The from the above described process resulting publications can be found in table 3.3,

describing the content of the main model development phases of each model in com-

parison to the generalized process model for maturity model construction. Only those

have been considered further, which contain a description of an underlying construction

process and which can thus be compared. Construction steps, which are not considered
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in the respective publication, are marked with " - ".16

Lahrmann et al. [2011a] developed a theoretical, impactful, and research oriented model

for the maturity evaluation based on IS theory for the field of Business Intelligence,

basing the construction on the model by De Bruin et al. [2005]. Along the IS impact

model parts Deployment, use, and impact the maturity model is developed, analyzing

answered questionnaires with structured equation modeling.

The model by Lahrmann et al. [2011a] is based on the construction model by De Bruin

et al. [2005] (Chapter 4). Subject in focus is Business Intelligence along the dimensions

strategy, organization and processes, IT Support, and quality of service.

The model by Lukman et al. [2011], on BI in Slovenia also implements a quantitative

approach, processing questionnaire data, based on the construction process by Becker

et al. [2009]. A K-Means cluster algorithm is applied on answered items of the dimensions

technology, information quality, and business. Approaches for the model evaluation/-

validation and testing are not described.

Marx et al. [2012] developed a maturity model for corporate performance management,

identifying maturity levels for domain-specific dimensions, involving reporting, planning

and consolidation, as well as the generic dimensions function, consisting of organization

and technology. The three-stage bottom-up construction approach is using a quanti-

tative population approach comparable to Raber et al. [2012], based on the data from

78 companies. The model is the first of its kind, combining Business Intelligence and

corporate planning. The final model testing is based on seven case interviews.

The publication by Dinter [2012] is focused on the model application, giving an overview

about the current Business Intelligence maturity of companies from German speaking

countries, clustered along different industries. Dinter [2012] identifies potential areas

of maturity improvement. Maturity in this publication is defined along the dimensions

of functionality, technology, and organization according to Schulze and Dittmar [2006].

The calculation of the model is based on the responses to a questionnaire.17

Raber et al. [2013a] develop a BI maturity model based on the data of 71 companies,

16As the publications by Lahrmann et al. [2011a,b] respective Raber et al. [2012, 2013a,b] belong together,
they are not represented by individual entries in the table. The models by Dinter [2012] and Brooks
et al. [2013] are not further pursued as it will explained later on and therefore are not listed in the
table as well.

17As the underlying maturity model is published by a business consulting group and used partly for
marketing purposes, it will not be further considered because on the focus of methodology driven
maturity models.



Chapter 3. Maturity Models - Theoretical foundations 71

T
ab

le
3.

3:
A
na

ly
sis

of
ex
ist

in
g
m
at
ur
ity

m
od

el
s
in

th
e
fie
ld

of
B
us
in
es
s
In
te
lli
ge
nc
e
an

d
an

al
yt
ic
s
al
on

g
th
e
ge
ne
ra
liz

ed
co
ns
tr
uc
tio

n
ph

as
es

Sc
op
e,

D
es
ig
n,

Po
pu

la
te
,T

es
t/
Ev

al
ua

te
an

d
M
ai
nt
ai
n
[D

e
B
ru
in

et
al
.,
20
05
]a

M
at
ur
iy

M
od

el
Sc
op

e
D
es
ig
n

Po
pu

la
te

Te
st
/E

va
lu
at
e

M
ai
nt
ai
n

La
hr
m
an

n
et

al
.

[2
01
1a
]

B
I;
D
im

en
sio

ns
:

St
ra
te
gy
,

O
rg
an

iz
a-

tio
n/

Pr
oc
es
s,

IT
su
pp

or
t

Q
ua

nt
ita

tiv
e

bo
tt
om

-u
p

ap
pr
oa
ch

(R
as
ch

A
lg
or
ith

m
)

Q
ue
st
io
nn

ai
re

re
su
lts

;5
1

co
m
pa

ni
es
;

cr
os
s-
in
du

st
ry

-
-

Lu
km

an
et

al
.

[2
01
1]

B
I
in

Sl
ov
en
ia
;

D
im

en
sio

ns
:

Te
ch
no

lo
gy
,

In
fo
rm

at
io
n

Q
ua

lit
y,

B
us
in
es
s

Q
ua

nt
ita

tiv
e

bo
tt
om

-u
p

ap
pr
oa
ch

(K
-M

ea
ns

al
go
rit

hm
)

Q
ue
st
io
nn

ai
re

re
su
lts

;1
31

co
m
pa

ni
es
;

cr
os
s-
in
du

st
ry

-
-

M
ar
x
et

al
.

[2
01
2]

C
or
po

ra
te

Pe
rf
or
m
an

ce
M
an

ag
em

en
t

Sy
st
em

s;
D
im

en
sio

ns
:

Pl
an

ni
ng

,
R
ep

or
tin

g,
C
on

so
lid

at
io
n,

Fu
nc
tio

n,
O
rg
an

isa
tio

n,
Te

ch
no

lo
gy

Q
ua

nt
ita

tiv
e

bo
tt
om

-u
p

ap
pr
oa
ch

(R
as
ch

A
lg
or
ith

m
)

Q
ue
st
io
nn

ai
re

R
es
ul
ts
;7

6
co
m
pa

ni
es

-
-

R
ab

er
et

al
.

[2
01
2]

B
I;
D
im

en
sio

ns
:

St
ra
te
gy
,S

oc
ia
l

Sy
st
em

,
Te

ch
ni
ca
l

Sy
st
em

,
Q
ua

lit
y,

U
se
/I
m
pa

ct

Q
ua

nt
ita

tiv
e

bo
tt
om

-u
p

ap
pr
oa
ch

(R
as
ch

A
lg
or
ith

m
)

Q
ue
st
io
nn

ai
re

re
su
lts

;5
1

co
m
pa

ni
es
;

cr
os
s-
in
du

st
ry

D
isc

us
sio

n
of

fin
al

m
od

el
w
ith

th
re
e
in
du

st
ry

ex
pe

rt
s

re
ga
rd
in
g
co
m
-

pr
eh
en
siv

en
es
s,

se
lf-
as
se
ss
m
en
t,

po
te
nt
ia
lB

I
ro
ad

m
ap

-

a O
nl
y
th
os
e
pu

bl
ic
at
io
ns

ar
e
lis
te
d,

th
at

co
nt
ai
n
a
co
m
pl
et
e
m
at
ur
ity

m
od

el
.



Chapter 3. Maturity Models - Theoretical foundations 72

following an IS Success approach. The incorporated five dimensions: strategy, social

system, technical system, quality, and use/impact, derived from the IS Success concept.

The dimension-related elements are identified based on related literature. The popula-

tion of maturity levels is carried out by using the Rasch algorithm from the field of test

theory and agglomerative clustering. This approach will be described in more detail in

Chapter 5.

The model developed by Raber et al. [2013a] is applied and tested for the influence of

contextual factors, company size and environment by Raber et al. [2013b].

Brooks et al. [2013] develop requirements for a BI maturity model with a Healthcare

focus based on existing maturity models. As the publication does not contain a finalized

maturity model, it is not further pursued.

Aspects of the presented models will be discussed in detail in section 5.5.2.18

Up to this point, the frame for the Big Data maturity model has been set in this chapter

by carving out describing elements of maturity models, existing construction approaches

as well as existing maturity models with relevance for Big Data. The results of the

conducted analysis of the identified publications on Business Intelligence maturity can

be summarized as following:

• No Big Data specific maturity model exists

• In contrast, the concept of maturity models can be found in an increasing number

of publications from the field of BI

• Existing publications still lack partly in a methodological foundation of the model

construction process and the model evaluation [Biberoglu and Haddad, 2002, p.

150], which led to the relatively low number of remaining publications presented

in the last section

• Within the group of theoretical based models, the construction process by De

Bruin et al. [2005] and Becker et al. [2009] are popular [Lahrmann et al., 2011a]

18In addition to the described models, several exist, which contain relevant findings, yet do not have a
sound theoretical foundation which is seen as a necessary prerequisite to follow the construction process.
The model by Cosic et al. [2012] is one of the few models that develops maturity levels for Business
Analytics systems. The resulting maturity model contains aspects that are beyond the description of
classical BI applications, e.g. management skills, but Cosic et al. [2012] do not give a characterization
of Business Analytics and therefore, the focus remains unclear. The model development process in
their paper is based on the construction approach by Becker et al. [2009].
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Although Business Intelligence has overlaps with Big Data, the examined models can-

not be applied completely as, contrary to the statement by Lahrmann et al. [2010],

"in Business Intelligence systems, data from operational IS is combined with analyti-

cal front-ends", Big Data applications process data from further sources than that, e.g.

social networks or sensor data [McAfee and Brynjolfsson, 2012]. Furthermore in con-

trast to BI systems, the fields of application for Big Data solutions are more diverse,

including product recommendations or predictive maintenance, [Amatriain, 2013; Lee

et al., 2013], aiming at a company-wide use of data. With regard to the type of data

(unstructured/streaming data), an execution of this analysis within an BI infrastructure

would be hard to achieve.

From the authors’ point of view, Big Data has a company-wide penetration, seeing it as

a main part of corporate decision making on all levels and units, which emphasizes the

aspect of a paradigm [Lane et al., 2014, p. 46].

This broader focus becomes obvious when following the elaborations of Davenport et al.

[2012], who identify three aspects, that distinguish Big Data from traditional analytics,

which can be understood as a part of BI as well.

First, the processed data are increasingly streaming data, originating from sources such

as social media, news streams or sensor in production environments. Consequently, the

source and structure of the processed data have to be taken into account for the latter

model as a measurement for maturity.

Second, companies working with Big Data increasingly hire Data Scientists instead of

Data Analysts [Davenport, Thomas H. and Patil, 2012]. The aspect of science empha-

sizes the statistical part and the model building of the data analysis. Therefore, the

organizational units, responsibilities and individuals, who implement the data analysis,

do play a role in the Big Data maturity context.

Third, data analysis is moving away from an IT function into the core business. The aim

is to use analytical applications throughout the company by the individual employees

in order to foster the integration of analysis results in daily decision-making. Therefore,

the integration of data analysis into operations and the use of results has to be covered

by the model.

As these aspects are not or only partially covered by the presented maturity models, a

need for a Big Data maturity model exists.
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3.4 Main chapter results

In the past chapter, the concept of maturity and characterizing elements have been

explained and set into the context of reference models. In the course of further clas-

sification, the framing design science research paradigm, that will be the basis for the

model development has been described. By comparing different maturity construction

models, key elements of the model construction, have been identified, namely Scope,

Design Model, Develop instrument and Implement and Exploit.

The subsequent analysis of different maturity models from fields such as Business Intel-

ligence revealed that no existing model is focusing on Big Data. Furthermore, a lack of

theoretical foundation in terms of i) no underlying theoretical construction model and

ii) a lack of evaluation and validation approaches could been identified. Therefore, in

the next chapter, a construction model will be developed in order to base the Big Data

maturity model on a sound theoretical foundation and avoid the identified weaknesses.



Chapter 4

Development of the model

construction process

Up to this point, the two main subjects of this thesis, Big Data and Maturity Mod-

els, have been analyzed. Describing dimensions of Big Data are identified based on a

qualitative and quantitative, structured literature review (Chapter 2). The concept of

maturity models has been explained and set into the context of the reference models

and the general design science research, followed by the results of the literature review

on maturity models in Big Data relevant fields (Chapter 3). After setting the theoret-

ical frame, the model construction follows in the next two chapters. The construction

starts with the development of the construction model. In doing so, two construction

approaches will be described, compared, and fitted. This results in the construction

model, which will be applied subsequently in Chapter 5 for the development of the Big

Data maturity model.

4.1 Model construction - Theoretical basis

As it could be shown in Chapter 3, there exists a large number of maturity models in

the field of computer science and information systems research, which differ in their

theoretical foundation with regard to the underlying construction model.

Existing maturity models can be categorized into

75
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• a completely new model design,

• models resulting from the enhancement of existing ones,

• a new combined model based on existing ones, and

• models based on the transfer of structure or contents to new domains [Becker et al.,

2009].

As no research-based Big Data maturity model exist, a new maturity model will be

designed, based on a construction approach.

The construction processes by De Bruin et al. [2005] and Becker et al. [2009] have been

selected as a basis due to the following reasons:

First, although the models differ with regard to the level of detail in which the con-

struction is carried out, both models are widely cited and accepted within the scientific

community.

Second, both of the utilized construction approaches contain essential aspects that can

be used for the construction of a Big Data maturity model, as it will be shown later on.

However, none of the models can be used in their original version as they are lacking

a sufficient consideration of a quantitative approach for the model population and the

model evaluation aspect. These are critical aspects as understood in this work and thus

have to be expanded with regard to the research goals described in Chapter 1 and the

character of the topic Big Data.

Therefore, the following chapter discusses the development of a new construction model,

suitable to the topic of Big Data. In doing so, in a first step, the models by De Bruin

et al. [2005] and Becker et al. [2009] will be described and compared subsequently.

4.1.1 Construction model by Bruin et al. [2005]

The model by De Bruin et al. [2005] suggests the development of maturity models along

the phases 1) Scope, 2) Design, 3) Populate, 4) Test, 5) Deploy, and 6) Maintain.

The first phase, Scope, contains the definition of the model’s focus, which can be either

general or domain-specific. Examples for a general model are the supply chain maturity

model by Lockamy and McCormack [2004] and the excellence model by the European
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Foundation of Quality Management (EFQM) [EFQM, 2012].1 General models are nei-

ther industry specific nor focused on a specific topic in a certain field [De Bruin et al.,

2005].

Contrary, domain specific models as the capability maturity model for software devel-

opment [Paulk et al., 1993] or the model by Marx et al. [2012] focusing on management

control systems, are more specialized on one topic. The second part of the initial Scope

phase outlines the focus-related stakeholder identification. The stakeholders in focus

have an influence both on the later defined items as well as the documentation of the

final model.

The subsequent second step - Design - is primarily characterized by decisions regard-

ing the application of the constructed model. Crucial aspects are the audience of the

final model, the drivers for application, as well as the intended spread of the application

throughout the company.

Additionally, the decision about the population approach has to be made. The selected

approach depends on the maturity of the domain in focus (which will be explained in

detail in the third construction step). In general, the existing population approaches

can be split into bottom-up and top-down. Following De Bruin et al. [2005], bottom up

is suitable for mature domains, top-down for immature domains.2

When using bottom-up approaches, suitable for mature domains, the elements, inde-

pendently of maturity levels, are defined first. In a second step, the maturity elements

are assigned to different maturity levels. In a third step, based on the elements per ma-

turity level, the maturity principles are defined.3 This procedure offers the possibility

of applying quantitative models. This approach is only applied loosely in current model

research-driven maturity model constructions.

For younger disciplines, the maturity levels with the related maturity principles are set

up first and succeeded by the identification of maturity elements for each maturity level.

This procedure is called top-down.

The differentiation into these two population approaches is based on the expectation,

that the identification of maturity elements in a first step is hard to achieve due to the

lack of experience, both of practitioners as well as scientists in the related field. Vice

versa, for a mature discipline it is assumed that potential maturity elements are already
1Subject of the model are criteria for the evaluation of the quality management maturity in a company.
2The description of these aspects can be found in Chapter 3.
3The notions maturity measurements and maturity elements are used synonymously.
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well known.

However, in step 2, only the decision for a top-down or bottom-up approach is made -

the execution follows in step 3.

After setting the focus and boundaries in the steps 1 and 2, the model population as

step 3 includes the identification of measurements and maturity indicators. It is thus

the most comprehensive step.

Following De Bruin et al. [2005], the methods used for the identification and measure-

ment of maturity depends again on the maturity of the domain. For a more mature

domain, a literature-based identification is possible, whereas for younger disciplines, the

processing of the results from expert interviews, case studies, or Delphi techniques is

recommended. These maturity indicators are identified both on a high level, represented

by dimensions that describing the domain (e.g. technological infrastructure as a domain

of a business intelligence system), as well as on a low level, regarding indicators within

a dimension.

The developed model and the model instruments - used for the model population - are

tested for validity, reliability, and generalizability in phase 4, Test. The model validation

can be segmented into face and content validity. Face validity refers to the quality of

the translation of the construct, targeting the accuracy and completeness of the model.

Validation techniques are focus groups or interviews. Following De Bruin et al. [2005],

the use of different techniques in the population phase can foster the validation as well.

Content validity is targeting the completeness of the representation of the topic. This

depends on the extend of the literature review carried out in step one and two.

The same techniques are used for the model instrument validation. A focus group is used

to validate the survey, which is used for the model assessment. De Bruin et al. [2005]

state that a validation of the used instruments lead to a reliable model. Generalizability

is achieved by a high volume of deployment in different environments regarding company

characteristics.

The aspect of application is connected with step 5, the model deployment, which is

carried out in a two-step approach. The initial deployment - the maturity evaluation of

a company utilizing the developed model - as a first step takes place with collaborators

from the model development process, as they are already familiar with the concept of

maturity models. In the second step, the model is applied to organizations that have not
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been involved in the construction process. The goal of this step is to evaluate up to what

degree the model can be applied to companies with different characteristics regarding

industry, size, and region. De Bruin et al. [2005] do not describe in detail how the model

is supposed to be changed based on the received feedback.

The final, continuous maintaining phase comprises of fitting the developed model to

the dynamics of the domain. Maturity is understood as a relative characteristic, based

on the comparison with other companies’ maturity. In the course of time when the

knowledge in a domain broadens and deepens, characteristics associated with a high

maturity can change. High and low maturity is partly determined by the best and

the worst performing companies in the domain analyzed. Consequently, the model

maintaining allows for the relative character of the maturity concept. As companies

continuously strive to improve their capabilities, the model indicators have to be fitted

to these changes in order to keep the maturity model up-to-date. De Bruin et al. [2005]

point out the needed resources and partners for the model maintaining, which should be

incorporated already in the initial scoping but do not describe the maintaining process

in detail.

4.1.2 Construction model by Becker et al. [2009]

The model by Becker et al. [2009], containing eight steps, has been developed based

on the criteria by Hevner et al. [2004], describing criteria which should be considered

during the development of artefacts to foster a sound scientific foundation.

The model starts with the problem definition, containing both the determination of the

target domain as well as the target group. Furthermore, the model demand has to be

reasoned, describing the underlying model need in detail.

The problem definition acts as a basis for the next phase, with the comparison of existing

maturity models on the same topic. This phase is supposed to identify shortcomings of

existing models and to motivate the modification of the own maturity model.

The subsequent third phase represents the determination of the model development strat-

egy that can be a complete new model development, the combination of existing models,

as well as the transfer of structures and content from existing models to other disciplines,

e.g. from software development to quality management.
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The main focus of the model is on the fourth phase, the iterative maturity model devel-

opment phase. This phase inherits four sub-phases:

i) Selecting the design level: decision and determination of dimensions, which repre-

sent the "fundamental structure of the maturity model" i.e. the decision between a

one-dimensional and multi-dimensional approach regarding the maturity steps and

the determination of related individual dimensions as well as belonging attributes

ii) Selecting the approach: Selection of an approach for the model population, e.g.

Delphi method and creativity techniques

iii) Designing the model selection: The actual model population based on the selected

approach

iv) Testing the results: Focusing on comprehensiveness, consistency, and problem ad-

equacy

The development phase is iterative - it is carried out again until the model is evaluated

for comprehensiveness, consistency, and problem adequacy successfully.4

After the model construction has been completed, the fifth phase, conception of transfer

and evaluation follows. The resulting model is documented and tools are developed

(both document and software-based) to use the constructed maturity model for the

maturity assessment of companies. The design depends on the target group, which can

consist of practitioners or academics.

The conception is followed by the implementation of transfer media, which contains

the publishing of the final model, the questionnaires etc. for a company’s own self-

assessment.

The evaluation as the seventh step is supposed to assess the maturity model qualities.

The evaluation is carried out by comparing the assessment results from companies with

the expectations regarding the distribution of companies amongst the maturity levels.

Details on how the comparison is carried out are not given. This step results either

in the model rejection or acceptance. The acceptance targets the model continuation,

which leads again to a re-iteration of the model with regard to the changing conditions

4Becker et al. [2009] name domain experts in the context of the construction model description but does
not specify, if they are the ones who evaluate the model.
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and therefore a continuous need of a model fitting. This reiteration of the construction

process can start both with the origin problem definition (step 1) or the conception of

transfer and evaluation (step 5). In case the model is rejected, no further steps are

carried out. In case the model is supposed to be kept updated, Becker et al. [2009]

names a regular validation as necessary without describing this step in further detail.

After describing the models for the construction of maturity models by De Bruin et al.

[2005] and Becker et al. [2009], in a next step the models are compared in a first step

for matchable phases, followed by the evaluation regarding their potential application

for the construction of the Big Data maturity model.

4.1.3 Model comparison and evaluation

For further comparison, the model phases from De Bruin et al. [2005] are contrasted

with the phases from the model by Becker et al. [2009] and matchable phases are carved

out.5 De Bruin et al. [2005] initial model scope is comparable with the phase problem

definition. The following design phase contains similar aspects as the determination of

the development strategy. The main population phase contains, with the exception of the

result test, three out of four sub-phases of the iterative maturity model development by

Becker et al. [2009]. The result test phase as the last sub-phase is a stand-alone phase in

the De Bruin et al. [2005] model, which also contains aspects of the transfer evaluation

and the overall evaluation. In this step, the models differ, as De Bruin et al. [2005] do

not explicitly deal with the transfer of the resulting model in a practical context.

The maintain phase in De Bruin et al. [2005] can be found in Becker et al. [2009]’s

approach as well, in terms of an iterative proceeding after a positive final evaluation,

reasoned with the reference that "maturity models inherently become obsolete because of

changing conditions, technological progress or new scientific insights".

The comparison reveals that the models contain similar phases and do not show signif-

icant differences regarding the associated phases, yet different phases can be identified,

described along three main aspects of

• different assumptions

5In the following description, the notions phase and step are used synonymously.
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• different emphasizing of phases

• orientation of the model by Becker et al. [2009] on the design science research

criteria by Hevner et al. [2004]

which will be explained in detail.

i) Different assumptions

The model by De Bruin et al. [2005] has in the beginning a strong stakeholder focus.

The identification of both the model’s target audience as well as the related objects that

will participate in the construction process are analyzed in detail as it is assumed that

differences in this group have to be anticipated for both the initial model construction

as well the future model deployment. At the same time, the model lacks in the demon-

stration of the need for a maturity model in the beginning, contrary to the model by

Becker et al. [2009].

The model by Becker et al. [2009] has a focus on model stakeholders, but not as a

guiding aspect. The stakeholder focus comes in after the initial model construction in

terms of the conception of the transfer and evaluation phase. Following the construction

model, Becker et al. [2009] assume that the target audience of the maturity model does

not influence the initial model construction and reduces its effects on the transfer and

communication of the developed model.

ii) Different emphasizes of phases

Although the model by Becker et al. [2009] emphasizes the documentation of each phase,

its description of the content remains partly reduced, compared with the model by

De Bruin et al. [2005]. This accounts particularly for the aspect of the initial model

construction as well the model validation, which is described in detail by De Bruin et al.

[2005]. In contrast, Becker et al. [2009] focusses on the model evaluation instead of

validation. De Bruin et al. [2005] give an overview of different approaches for the model

population, categorized into top-down and bottom-up approaches, and discuss briefly

its respective application condition regarding the maturity of the topic. With regard

to the multiplicity of available population approaches, this categorization fosters the

identification of a suitable method.

As the evaluation, in how far the understanding of maturity in an practical environment
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is represented correctly in the model is one goal of this work, the evaluation step will be

emphasized as well in the later Big Data maturity model construction as well.

iii) Orientation towards the design science research principles

The construction process proposed by Becker et al. [2009] is oriented towards the design

science research principles by Hevner et al. [2004]. This results, in contrast to the

model by De Bruin et al. [2005], in a documentation of each phase, which improves

the comprehension of the overall construction process and the understanding of the

results from each phase. None of these documentations can be found in the model by

De Bruin et al. [2005]. It is limited to the description of possible outcomes of each

phase, a documentation is not carried out. Furthermore, the comparison of existing

maturity models with the pre-assigned problem definition cannot be found in the model

by De Bruin et al. [2005]. Consequently, each model is a new development and therefore

cannot benefit from both the findings and weaknesses of existing models. Following

this approach, the model developer runs the risk of repeating blemished processes and

recreating already existing knowledge.

Summing up, both of the construction approaches contain aspects that can be used for

the construction of a Big Data maturity model, but none of the models can be used in

their original versions.

In general, the model by Becker et al. [2009] offers two advantages compared with De

Bruin et al. [2005]:

• The model follows the design science research approach. Following these criteria

helps to avoid criticism regarding the lack of a scientific foundation.

• The more detailed description of Becker allows a better understanding of the dif-

ferent phases and the needed fitting to the construction of the Big Data maturity

model.

Nonetheless, as described in the comparison of the two models, Becker et al. [2009] can

not be used without any fittings as the order of different phases, e.g. the consideration

of stakeholder needs. Therefore, the model by Becker et al. [2009] is used a basis and

will be enhanced by several aspects originating from the model by De Bruin et al. [2005].

In the following section, the construction approach used in this thesis will be developed.
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4.2 Development of the construction model

As described in Chapter 3 and 4, basis for the development of a maturity model is

an underlying construction model which acts as a guidance for latter maturity model

construction.

The construction approach is supposed to comply with the following criteria:

• Congruence with the seven principles from design science research by Hevner et al.

[2004] in order to reach a problem-solving artefact, which complies with the re-

quirements of a contribution to research.6

• The developed model is ought to be reusable beyond this thesis and therefore hold a

certain level of generality. Consequently, each construction step, the intermediate

results and generated artefacts have to be described in a sufficient granularity.7

• The model is not supposed to limit the applicable methods for the model popu-

lation, as De Bruin et al. [2005] showed that the available methods change with

the maturity of the subject in focus. This criterion fosters both the demand for a

multi methodological construction approach by Hevner et al. [2004] as well as the

reuse of the model at a later point in time.

• As carved out in Chapter 2, Big Data contains numerous different topics. There-

fore, the scoping has to be emphasized in order to clarify, which dimensions and

aspects of Big Data are covered by the maturity model.

• With regard to the one research goal targeting the model evaluation, the construc-

tion model has to have one emphasis on the model evaluation, as described in

Chapter 1.

Based on this demands, in the next section the construction model is developed. For

each step, the goal of the step, potential methodologies and the targeted outcome are
6Details of the criteria by Hevner et al. [2004] will explained in section 4.3.
7Regarding the demand for generality, Winter [2008] states "The trade-off between the level of solution
generality and the problem scope is addressed by situational artefacts. Since a unique solution is not
applicable to many problem situations without generalizations, which diminish its solution power, situa-
tional adaptations should be incorporated in order to preserve application value (i.e., solution specificity)
while covering a broad problem scope." Therefore, one goal of the construction process is to allow this
trade-off, allowing to develop a maturity model independent of an industry and size.
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displayed.

The representation of the construction model is based on flow chart notation to visu-

alize the different loops and give a clear differentiation between sequence and outcome

[Hering, 1984].8 Each step is assigned a number that is used as reference during the

construction model description.

4.2.1 Step 1 - Definition of problem and scope

Following Becker et al. [2009], the construction model which is used in this thesis starts

with an initial definition of problem and scope. This phase contains the formulation of

the research goal, based on an existing problem and the related object of investigation.

The notation research goal instead of question is used, since from the authors point of

view, the result of the research process is an artefact rather than an answer of a specific

question.

Furthermore, the target group of the resulting model (which can be within one company

or industry-wide) and the stakeholders in the development process, similar to the ap-

proach by De Bruin et al. [2005], are defined. Additionally, the need for the Big Data

maturity model has to be described. The caused, articulated need for a maturity model

fosters future model acceptance and the willingness of companies to participate in the

development process.

4.2.2 Step 2 - Identification of dimensions

In the next phase, dimensions for the object of analysis, in this case Big Data, are

identified.

The dimension identification is emphasized by using an individual phase in contrast to

the construction models by Becker et al. [2009] and De Bruin et al. [2005]. In doing to,

the construction model is applicable as well for novel topics (e.g. Big Data), for which no

common understanding of the subject in focus and associated topics exist. Depending

on the model’s target group, defined in the step before, methods for the identification of

the dimensions can be a structured literature review, both manual as well as generative,
8The original symbol for input/output has been changed to a document symbol in order to improve the
readability.
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in order to develop a sound theoretical understanding of the topic [Webster and Watson,

2002] [Hansmann and Niemeyer, 2014]. Furthermore, the extend of information available

on the topic in the literature as well as the already existent practical knowledge influences

the methods which can be used for the later model population [De Bruin et al., 2005].

The results can be enriched and validated by conducting expert interviews or discussing

the initially identified dimensions with focus groups.9 This step of the process can be

simplified in the case that a rich literature corpus on the respective topic exists and that

it contains established descriptions of dimensions of the subject in focus.

4.2.3 Step 3 - Comparison with existing Maturity Models

The next step contains a comparison with existing maturity models. The comparison is

targeting both the methodological basis of the model construction as well as the model

results. With respect to methodology, existing maturity models can be analyzed re-

garding the theoretical foundation in terms of the existence and design of an underlying

construction model and the applied methodologies for the model population. The iden-

tification and comparison can be carried out by a structured literature review and by

using the literature corpus that has been gathered the step before.10 A suggested frame

for the analysis of the potentially existing maturity models can be found in table 4.1

and has already been used in Chapter 3.

Regarding the content, the comparison is supposed to result in both the identification

of aspects which can be transferred to the Big Data maturity model (validation of

identified dimensions) as well as the identification of Big Data relevant aspects which

are not covered by existing models yet. The identification of white spots fosters the

relevance and argumentation of the need for a new model. Referring to the demand for

re-utilization of the construction model, with regard to extent of the contribution, this

phase will increase in relevance with the growing number of Big Data maturity models

available in the future.

9The focus group plays a relevant role in this construction model. The members of the focus group with
the different backgrounds (e.g. studies, extend and field of practical experience) have an influence on
the later outcome, which can be a limitation as it will be described in Chapter 6. Nonetheless, with
regard to the practical relevance and orientation of maturity models, a focus group can help to transfer
the practical understanding of maturity into the final model.

10The author is aware of the potential challenge, that for the topic in focus no maturity model already
exists, especially for emerging topics. In this case, the literature review has to be extended to nearby
topics as shown in the application of the construction model in Chapter 5.
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Table 4.1: Framework for the analysis of existing maturity models as part of the
Maturity Model construction

Author Subject of
Analysis

Description of
underlying
construction
model

Applied
(Population)
Methods

Transferable
results

Describing the
used dimensions

Origin (practice
or research) and
number of steps

Describing
methods and
naming related
steps in the
construction

Description of
model elements
which can be
transferred to
the model to be
developed

4.2.4 Step 4 - Select design level and methodology

The next phase, Select design level and methodology, inherits several sub-phases such as i)

the selection of model dimensions based on the results of phase two, and ii) the selection

of the population method (top-down/bottom-up) that will be the basis for the model to

be developed. The selection of the design level in terms of dimensions depends on the

model scope defined in the beginning of the model construction. An initial dimension

identification can be carried out based on existing literature and expertise knowledge.

The identified dimensions are discussed with a focus group, carving out in how far they

represent the object in focus from a practitioner’s point of view. The early integration

of practitioners fosters the overall quality and practical relevance as explained before.

With regard to the differences of Big Data between industries, the members of the focus

group have to be selected based on the scope and target of the maturity model defined

in phase one as well.

The decision regarding the methodology for the population depends on the results from

• the scope, defined in phase one,

• the knowledge in science and practice which could be gathered in phase three, and

• the maturity of the subject in focus.

As explained before, for rather mature disciplines, a bottom up approach is used. The

more immature the topic is and the less information that is available from existing
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maturity models, the more suitable a top-down approach is [De Bruin et al., 2005].

Both approaches are discussed in detail in the following population phase.

The selected design level, the dimensions, are discussed with the focus group and rejected

in the case a wrong level of detail has been chosen. In case of an approval, the model

population follows.

4.2.5 Step 5 - Model population

Next follows the population phase. The order of the contained sub-phases depends on

the selected population method. In case a top down-approach has been selected, the

dimension-individual and the aggregated maturity levels can be defined based on Delphi

studies, expert interviews, or creativity techniques [De Bruin et al., 2005].

A defined maturity level at this stage is represented by several sentences, describing the

core characteristics of each maturity level, both on a dimensional level as well as on an

aggregated level. These levels are used as a basis for the further identification of topics

and related measurements. A topic is part of a dimension, e.g. the structure of the data

warehouse can be a topic of a dimension called IT infrastructure. The identified topics

are discussed subsequently with the focus group regarding comprehensiveness and ex-

planatory power, followed by the identification of measurements per topic, which allow

the measurement of maturity (again using the same methods mentioned at the begin-

ning of the population phase plus relevant literature). Measurements have to target

the existence and characteristics of certain processes, roles etc., representing different

capabilities and related stages of maturity of one topic.

If a bottom-up approach has been selected, as a first step, the topics and related mea-

surements for the maturity measurement are identified. In a second step, the items are

assigned to different levels. Based on the assigned measurements per level, the maturity

level is defined. The assignment of measurements can be carried out using qualitative

(e.g. focus groups, expert interviews) or quantitative approaches (e.g. calculation of the

item difficulties).11

With regard to the measurements’ relevance to the result of the maturity model, an-

other testing phase is included. In case a quantitative bottom-up approach is pursued, a

questionnaire is needed to gather the relevant input data. Therefore, the questionnaire,
11A detailed description of the approach used for the assignment of items to different maturity levels
can be found in Chapter 5.



Chapter 4. Model Construction Process 89

containing the literature-based identified items should be discussed with the focus group

and pre-tested.12 The gathered survey data can be processed with quantitative methods

from the social science. The goal is to calculate the difficulty of each item. The higher

the calculated difficulty, the higher the associated maturity level is. Based on the diffi-

culty, the items are clustered on different maturity levels.

The resulting initial model is evaluated in a next step. As the evaluation is one focus of

the thesis, it will be described in more detail in the next section.

4.2.6 Step 6 - Model evaluation

4.2.6.1 Model evaluation - Theoretical foundation

Before describing the evaluation approach in the construction model in detail, the aspects

of evaluation and validation as two different topics in information system research and

particular in design science research, are described. Based on this theoretical basis, the

evaluation approach used within the construction model will be described.

The aspect of validation has been discussed in the past decades increasingly in the field

of information system research [Straub Jr., 1989; Boudreau et al., 2001], as the discipline

has been confronted with criticism regarding the lack of a solid validation. Following

Balci [1998], validation can be described as "building the right model". This contrasts

the often mixed verification which is understood as "building the model right".

Within the existing publications on validation from the field of maturity model research,

different types of validity can be identified, primarily construct validity and instrument

validity, whereas the first one consists of content and face validity [De Bruin et al., 2005;

Boudreau et al., 2001]. Although validation has been increasingly emphasized in recent

information system research, the analysis by Boudreau et al. [2001] reveals, that solely

23 % respectively 37 % of 193 publications in the top tier journals from the field of

information system research test for construct respective instrument validity.

Validation is aiming at the reproducibility of results based on a described procedure

model [Balci, 1998], in the case of maturity models the underlying construction model.

From the authors’ point of view, in the context of the maturity model construction, a

12The notion measurement is used synonym to the notion item in this work as the measurements are
later translated into items in the questionnaire used for the data gathering.
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validation of the resulting model is confronted with three major obstacles, making a full

validation difficult to achieve:

i) Several process steps of the model construction are carried out in collaboration

with members of the focus group and industry experts. As a first step, the results

of the evaluation and fitting of the questionnaire during the interaction with the

members of a focus group are based on the state of knowledge of the respective

person, which may change in the course of time due to an increase in experiences.

ii) With regard to the relative character of maturity, the assignment of certain ca-

pabilities to a maturity level changes in the course of time as well, leading to the

need of a model maintaining phase in the construction process. Consequently,

the model construction process could lead to different results at a later point in

time, resulting from an increase in companies’ professionalism and technological

development.

iii) In case a quantitative bottom-up approach is selected, the data for the model cal-

culation are gathered from surveying companies’ current status, regarding certain

processes. Again, the course of time has an influence of the companies’ capabili-

ties, which in turn influences the data base and therefore may change the resulting

model.

Summing up, the change of maturity in the course of time as well as the integration

of individuals and companies in the model construction process has an influence on the

resulting maturity model. Therefore, the reproducibility of the maturity model can only

be achieved under several limitations that in turn reduce the applicability and practical

relevance of the model. Consequently, the focus is on the evaluation of the maturity

model instead of validation.

Evaluation, in a general sense, is understood as the systematic process applied to the

targeted and goal-oriented evaluation of an object [Sanders, 2006, p. 25]. The execu-

tion of an evaluation is not only connected with an interest in gaining knowledge. An

evaluation can serve furthermore as the documentation of effects.

In the context of design oriented information system research, evaluation is understood

as the assessment of the output of the Design Science Research process, which can be
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artefacts or IS Design Theories [Venable et al., 2012].

Existing design research processes contain phases focusing explicitly on evaluation in-

stead of validation, e.g. the approaches by Peffers et al. [2007], March and Smith [1995]

and Hevner et al. [2004] whose individual research steps can be grouped to the steps of

Build, Evaluate, Theorize, and Justify.

Riege et al. [2009] is supporting the relevance of evaluation in the context of information

system research by drawing a connection between evaluation and validation, stating

that a constructed, not yet evaluated artefact does not represent a valid research result.

In order to achieve this "valid" research result, both the construction

model as well as the results of the model application are evaluated.

Evaluation approaches in the field of design science research can be distinguished based

on the evaluation of the research/artefact against the research gap or the real world

problem [Bucher et al., 2008; Cleven et al., 2009]:

i) The artefact is evaluated against the identified research gap, the focus is on the

evaluation of the accurate construction of the artefact, based on requirements

defined before.

ii) The artefact is evaluated against (an expert of) the real world by applying the

artefact to the real world problem in focus.

iii) The research gap is evaluated against the real world. This approach plays a sub-

ordinate role in the field of information system research and therefore will not be

further pursued.

The focus of the thesis at hand is both on

• the evaluation against the identified research gap ( = evaluation of the con-

struction model itself) and

• the evaluation against the real world ( = evaluation of the Big Data maturity

model as a step of the model construction).
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This approach goes beyond a sole focus on the construction process as demanded by

Winter [2008].

The evaluation of the construction model against the research gap will be carried out in

the end of Chapter 4. The evaluation of the maturity model against the real world as a

step in the model construction will be explained in the following section.13

4.2.6.2 Evaluation against the real world

For the construction model at hand, a two-step evaluation approach has been developed.

First, the initial model, which resulted from the model population phase, will be dis-

cussed with the members of the focus group. Subject of this discussion is the distribution

of the items amongst the maturity models in case a bottom-up approach has been se-

lected. This step is named Evaluation of the initial model (Step 6.1). The goal is to

identify how the item difficulty, calculated in the population step before, and the result-

ing item order are congruent with the item difficulty perceived by the member of the

focus group. In other words, the goal is to identify, if the focus group members would

assign the items/measurements on the same maturity levels as it has been done during

the population step.

At this point, an additional member should complement the focus group, in order to

integrate the opinion of a person who has not already influenced the model construction

process. Based on the input of the focus group, the model is fitted respectively.

Second, after the incorporation of the feedback, the resulting fitted model is applied

and evaluated with the help of the focus group. This step is named as the Evaluation

based on the deployment of the fitted Model (Step 6.2). The focus group should again be

expanded for this step as some members of the focus group have already participated in

the construction of the questionnaire as well as in the first model evaluation step (step

6.1), and therefore have already realized an understanding of maturity in the overall

model. This previous knowledge can lead to a falsification of the evaluation results.

For the second evaluation step, construction step 6.2, every member of the focus group

designates at least one company, he is familiar with, based on consulting projects. By

that, it is expected, that he is able to evaluate the companies’ capabilities and maturity

13With regard to the focus on the evaluation of the model against the real world, an evaluation of the
resulting initial model from a statistical point of view based on the item fit [Reise, 1990] values is not
in the focus.
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in the field of Big Data. The goal is to have a selection of companies in all spectrums,

ranging from immature to mature, in order to test the different levels of the maturity

model.14 The fitted model is used to evaluate these companies’ Big Data maturity. Con-

current, the focus group member evaluates the same companies, he determined upfront.

Therefore, for each selected company in step 6.2, two maturity evaluation exists, the

model based and the expert-based.

Potential differences between the results from the model and the maturity evaluation of

the industry expert are discussed in the next step in order to investigate if the potential

differences result from i) missing or wrong measurements in the model from the experts’

point-of-view or ii) the error-prone distribution of measurements on maturity levels.15

In the event that the model is rejected after these two evaluation steps, three potential

starting points for the necessary model adjustments exist, depending on the expressed

criticism during the initial model discussion and the model deployment.16 In the case

that missing measurements in the initial model or during the model deployment are

identified, the process step model population is carried out again. In case the degree of

granularity of the model is criticized, the model construction starts again at step 4, Se-

lect Design Level and Methodology. If criticism on a higher level targets the dimensions

of the model, the dimension identification process is carried out again.

4.2.7 Step 7 - Documentation of the final model

In the case that the model has been approved after the second evaluation step (phase

6.2), the individual maturity levels will be defined in terms of several characterizing

sentences based on the assigned items per maturity level. In case a top-down approach

has been selected, these descriptions already exist but may have to be fitted in case

several measurements have been reassigned during the model evaluation. The level of

detail depends on the number of measurements that have been assigned to the individual

14In case the model has an industry focus, the companies which are used for the second evaluation step
should belong to the respective industry as well.

15A quantitative model evaluation (e.g. calculation of the infit and outfit values [Marx et al., 2012] has
deliberately not further pursued as the Evaluation of knowledge in Design Science Research follows the
pragmatism (section 1.3), which is in this case the correct representation of the practical understanding
of maturity.)

16The author has deliberately refrained from setting a numerical maximum difference between the experts
and the models maturity evaluation, from which on the model is rated as rejected. If a model is rejected
has to be decided from case to case. In this decision, both the measured difference as well as the reasons
for this difference has an influence.
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maturity levels and dimensions.

In the case a sufficient number of measurements exist per dimension and level, dimension-

individual characterizations per level can be carried out.17 By the end of this step, the

final maturity model exists and can be further published.

4.2.8 Step 8 - Model maintaining

The final maintaining phase (Step 8) contains a regular model update with regard to the

dynamics and the speed of development of the subject in focus, similar to the approaches

by De Bruin et al. [2005] and Becker et al. [2009].18 This dynamic becomes apparent just

by looking at the change in volume of data that have been the focus in the past years

and the increasing need for capabilities in the identified dimensions to cope with this

development (Chapter 3). In contrast, the update frequency for a maturity model in an

established discipline will be lower due to the reduced number of relevant developments.

More details on the model maintaining are given in Chapter 5.

The maintaining process in this construction model starts again with the beginning of

the construction, as the problem definition might have changed due to the dynamic

of Big Data, in the time elapsed since the last model development. A start of the

maintaining process at a later point in the maturity model would lead to a lack in re-

considering the overall problem definition, which may have changed since the beginning

of the construction process.

After the construction model (that will be applied in the following Chapter 5) has been

developed, it will be evaluated against the identified research gap.

17Sufficient in this case means that the explanatory power of the number is sufficient in order to describe
the level textual.

18Again, the author has deliberately refrained from setting a frequency for the maintaining process. This
frequency for the model update depends on the subject in focus. Rather novel topics, e.g. Big Data,
carry a need for a more frequent model update in order to keep the model as close to the development
in the industry environment.
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4.3 Evaluation of the construction model against the iden-

tified research gap

For the evaluation of the artefact - the developed construction model - against the

identified research gap, the focus is on the correctness of its construction based on

requirements defined in the forefront. For this evaluation exist different approaches as

listed in table 4.2.

Table 4.2: Systematization of evaluation approaches for the evaluation against the
identified research gap [Riege et al., 2009]

Evaluation Approach Exemplary Utilization

Demonstration Example vom Brocke [2006]; Gehlert [2007]; Klesse [2007]

Prototype Construction vom Brocke [2006]; Gehlert [2007]; Braun [2007]

Prototype Application Braun [2007]

Attribute based Comparison Gehlert [2007]; Braun [2007]; Klesse [2007]

Meta-model based Comparison Braun [2007]

Simulation König and Weitzel [2003]

Survey Gemino and Wand [2003]; Klesse et al. [2005]

Laboratory Experiment Batra et al. [1990]

Field Experiment Braun [2007]

Action based Research Grütter et al. [1998]; Schwinn [2006]

For the evaluation against the research gap in the thesis at hand, an attribute-based com-

parison and the survey-based comparison could be used. The other evaluation methods

cannot be used primary due to the character of the model to be evaluated. A construc-

tion model is not an artefact which can necessarily applied in the practical environment.

Therefore, approaches as field experiments or action based research cannot be applied.

They are originally used to evaluate resulting artefacts instead of models in terms of

construction processes which lead to artefacts.19

19Reasons why the other approaches cannot be used: Demonstration Example: The application of
the developed artefact at a fictional company is not suitable as it is a process model which has no
company-relation. The construction or application of a prototype is not pursued as a software-based
implementation of the construction process is not in the focus of this thesis. Simulations cannot be
applied since the application of the process model cannot be simulated. A survey could hardly be
used as the respondents might not necessarily be aware of the criteria of correctness. A laboratory
experiment does not play a role as the creation of laboratory conditions is challenging for construction
models, comparable to the demonstration example.
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Consequently, for the evaluation against the research gap, the attribute based compar-

ison is selected, as already published sets of established attributes for the evaluation

exist.

The attribute-based evaluation in this research consists of two parts. As a first step, the

developed construction model is tested against the criteria for design science research by

Hevner et al. [2004]. Those criteria act as a basis for the model construction and there-

fore represent the mentioned pre-defined requirements.20 The results of the evaluation

based on the criteria by Hevner et al. [2004] can be found in section 4.3.1.

The second part of the evaluation against the research gap is oriented towards Becker

et al. [1995] principles of general accepted modelling. Those principles have been devel-

oped to improve the quality of models in the field of information systems. The results

of this evaluation can be found in section 4.3.2.

4.3.1 Evaluation against the identified research gap - The principles

of Design Science Research

For the first part of the evaluation against the identified research gap, the developed

construction model is evaluated based on the principles of design science research by

Hevner et al. [2004] in order to test the construction model for its theoretical foundation.

The principles have been developed originally in order to act as guidelines for research

in Information Systems. The model by Becker et al. [2009] - which has been taken as

a basis of the construction model presented in this chapter - is already evaluated based

on these principles. Therefore only those aspects of the construction model at hand are

re-evaluated, that are different to the model by Becker et al. [2009].

• Iterative development procedure

In the course of the construction, several evolutionary stages of the model have

been developed, executing multiple testing and fitting phases, based on the discus-

sion with the members of the focus group, the industry experts. Their potential

20Riege et al. [2009] do not mention these criteria in the list of evaluation methods. They are focusing in
their systematization of evaluation approaches on the European Information System research instead of
the Anglo American understanding of information system research and mention numerous "significant
differences" between those two fields. At the same time, it is stated that those are not relevant for
the aspect of evaluation. Therefore, the approach by Hevner et al. [2004] with an Anglo American
background, can be applied in this thesis, which belongs to the European Information System Research.



Chapter 4. Model Construction Process 97

negative evaluation and the resulting rejection can result in a loop back to an ear-

lier construction phase until the model is approved. This re-iteration assures that

only such a model is finally documented, which has been completely approved. In

addition, as a potential first iteration already exists at stage four, potential errors

are not carried through the whole model construction.

By cooperating with different industry experts from different companies, the dan-

ger of a one-sided influence on the model design is reduced [Yousuf, 2007].

• Model evaluation

The model is tested multiple times and evaluated based on the use of a focus

group and an industry deployment phase, with both the initial model as well

the fitted model being tested. By comparing the model’s maturity evaluation of

different companies with industry experts’ evaluations, the realistic representation

and understanding of real-world maturity in the model is evaluated.

• Multi-methodological procedure

Several research methods can be applied in the course of the construction process,

such as quantitative methods in terms of text mining for the identification of Big

Data dimensions, and quantitative approaches from the field of test theory for the

model population. Additionally, qualitative research methods as expert interviews

are applied during the model evaluation phases.

• Identification of problem relevance

The different maturity levels of Big Data and related capabilities are of interest

to both scientists and practitioners. Maturity models as a sub-form of reference

models are developed to support the design of information systems. Therefore,

they can have an influence on managerial decision-making, e.g. for the development

of organizational structures, budget allocation etc. As this managerial decision

making is located at the beginning of a change process, e.g. towards a more data

driven company, the ex-ante capability evaluation using a maturity model gains

in relevance. Those aspects have to be worked out in the beginning of the model

construction as an early justification of the model building.

The remaining aspects by Hevner et al. [2004] (Comparison with existing maturity mod-

els, problem definition, targeted representation of results, and scientific documentation)
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are not affected by the changes made to the model by Becker et al. [2009] and therefore

do not have to be re-evaluated.

4.3.2 Evaluation against the research gap - The principles of general

accepted modelling

Besides the evaluation based on the principles of design science research (section 4.3.1),

the construction processes are tested for coherence with the principles of general accepted

modelling. These belong to the the field of business information system engineering,

derived by Becker et al. [1995] from the generally accepted accounting principles [Leff-

son, 1987]. The contained conventions act as guidelines during the modelling process,

intended to improve the model quality.

The evaluation of (process-) models based on the principles stated above has been car-

ried out numerous times and therefore has been established as a community standard

[Schütte, 1998].

The six normative oriented principles (table 4.3) have been developed as a basis for the

evaluation of the model construction and hold a "[...] customer oriented understanding

of model quality." Customers in this case are individuals that will apply the construc-

tion model for the development of a maturity model, which can be both scientists and

practitioners.

The six principles cannot be applied completely as the construction model - developed

in this chapter - differs in a number of aspects from the understanding of models in the

field of business information system engineering:

• Lack of an overall context that the model has to be placed in: As the model is neither

part of a general company or process model, nor is it supposed to be compared

with other construction models, the evaluation aspects targeting Comparability

do not have to be taken further into account. The same accounts for the aspect

of Profitability. Model refinements do not have to be evaluated in the forefront

regarding the potential resulting benefit, as the model is not applied in a business

context with a financial goal. The aspect for profitability becomes more relevant,

when the focus is on the model application.
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Table 4.3: Principles of general accepted modelling [Becker et al., 1995]

Criterion Description

Correctness i) Syntactic correctness: Compliance with the rules of
the modeling language ii) Semantic correctness: Consen-
sus amongst model users regarding the correctness of the
overall model as well as individual parts of the model.

Relevance The focus is on the modelling of only those circumstances
that are relevant for the underlying modelling purpose.

Profitability Determination of degree of the model refinement depend-
ing on the relation between the use and costs of the ad-
ditional refinement.

Clarity Aiming at the readability, clearness, and understandabil-
ity of the model by focusing on appropriate hierarchy,
appropriate layout, and receiver-oriented filtering.

Comparability i) Processes in the real world which are perceived iden-
tically should be identically modelled as well. ii) New,
company-oriented models should be set-up on similar
constructs, using the existing company-oriented models
in order to foster the meta model transformation.

Systematic Structure Identical objects, utilized in different models (data model,
process model, etc.), should be used correspondingly in
order to achieve consistency of the overall model.

• Overall context: The Systematic Structure is not relevant as the construction

model is not part of an overall model, therefore a consistent use of notations

between different models does not have to be pursued.

After eliminating those aspects due to the different type of model in focus, the remaining

aspects are Correctness, Clarity, and Relevance.21 These aspects contribute to an

understandable description of the individual process steps including the resulting arte-

facts. The demand of each criterion and how it is fulfilled by the developed construction

model will be explained in the next step:

The aspect of Correctness is targeting the syntactic and semantic correctness. Al-

though no underlying modelling language in terms of e.g. EPKs exists, the description
21In contrast to the work by Mettler [2010], the construction process model instead of the resulting
maturity model is evaluated in the context of the evaluation against the identified research gap. The
author is convinced that the construction model, despite its differences as explained before, can be
understood as a process model as targeted by the principles of general accepted modelling. This does
not account for the resulting maturity model, as it does not follow a process logic.
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of the construction process is based, comparable to Becker et al. [2009], on the notation

DIN 66001, fostering the overall correctness of the model.

The aspect of Clarity is contributing as well to the understandability of the model. A

sufficient readability, clearness, and understandability have been achieved, as each step

has a distinct name and the related actions for each step are documented, containing

both the needed input and the potential output as shown in figure 4.1.

Relevance is focusing on the steps, which are taken into account for the model. The

demand is that only those aspects should be integrated in the model, which are relevant

for the underlying modeling purpose.

The demand is fulfilled, as in case one of the construction steps would have been left out

during the construction, the construction of the maturity model would not be possible.

In order to clarify the relevance, each step and its contribution to the model development

has been explained in detail in this chapter.

Altogether, the presented construction model follows the principles of design science

research and follows the principles of general accepted modelling. The model has been

evaluated successfully against the identified research gap and tested for the correctness

of construction. Therefore, the construction model represents a contribution to design

science research [Hevner et al., 2004] and will be applied for the model construction in

Chapter 5.

4.4 Main chapter results

A significant number of existing maturity models lack a theoretical basis, targeting i) the

overall model construction process, ii) the methods applied for the model population,

and iii) the evaluation of the resulting maturity model (Chapter 3). This is reflected in

a generalized maturity model critic, targeting the lack of a sound theoretical foundation

[Biberoglu and Haddad, 2002].

As a first step towards the development of a maturity model construction model with

an appropriate theoretical foundation, different construction approaches have been com-

pared. The approach by Becker et al. [2009] has been selected as a basis for the develop-

ment of the construction approach applied for the construction of the Big Data maturity
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model and enriched by several aspects from the construction model by De Bruin et al.

[2005]. As both models do not completely fulfill the demands based on the research

goals (Chapter 1 with regard to i) the object in focus and ii) the emphasis of the model

evaluation), the fitted construction model emphasizes the description of the maturity

object in focus and the evaluation of the developed artefact. The governing aspect for

the construction approach has been the correspondence with the principles of design

science research by Hevner et al. [2004], resulting in a sound theoretical foundation of

the resulting model.

Another emphasis within the construction model is on the evaluation of the resulting

maturity model. Consequently, a two-step evaluation approach has been developed.

In the first step, the model construction process was evaluated against the identified

research gap based on the principles of design science research in order to comply with

"[]...the requirements for effective design-science research." [Hevner et al., 2004]. Addi-

tionally, the model has been evaluated successfully based on the principles of general

accepted modelling [Becker et al., 1995]. This first evaluation step targets formal and

theoretical aspects.

The second part of the evaluation is focusing of the evaluation of the maturity model

to be developed against the real world. This is carried out during the actual model

construction (step 6.1 & step 6.2). By i) discussing the initial model with the industry

experts of the focus group and ii) applying the fitted model to companies and comparing

the results with the industry experts maturity assessment, a correct representation of

maturity in the practical context is supposed to be reached.

After describing the concept of Big Data (Chapter 2) and giving an overview about

existing maturity models in the field of Big Data (Chapter 3), the development path

towards a maturity model - the construction model - has been described in Chapter 4.

This developed construction model will be applied in the following Chapter 5 in order

to develop the Big Data maturity model.
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Figure 4.1: Developed Maturity Model construction process for the Big Data Maturity
Model construction in this thesis



Chapter 5

Application of the construction

model - Development of the

Maturity Model

In the last section, a construction model incorporating the goals described in Chapter 1

has been developed. The model based on the work by Becker et al. [2009] and enriched

by aspects from De Bruin et al. [2005] has been evaluated against the identified research

gap in order to ensure that its application results in an outcome - the Big Data maturity

model - with a sound theoretical foundation.

In the following chapter, the developed construction model is applied in order to con-

struct the Big Data maturity model. Each subsection describes one development step.

As it has already described in Chapter 4, a focus group plays an essential role throughout

the model development process in this thesis. Therefore the group members’ character-

istics are described in the forefront of the maturity model construction. The focus group

consists of six industry experts and has been enhanced in the course of the maturity

model development. Table 5.1 provides an overview about the members’ backgrounds

and the phases they contributed to.

One potential bias that can occur in case a focus group is participating in multiple

construction steps within the construction process for one maturity model is the phe-

nomena of a self-fulfilling prophecy. Members of the focus group, who have already

103
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Table 5.1: Characteristics of the focus group members and the construction steps
they have participated in

Expert Occupation Years of Experience Phases participated in

No. 1 CEO IT Service Provider 20 2
No. 2 Senior IT Consultant 8 2, 4, 6.1, 6.2
No. 3 Senior IT Consultant 8 2, 4, 6.1, 6.2
No. 4 Senior IT Consultant 12 2, 4, 6.1, 6.2
No. 5 VP IT Service Provider 14 6.1, 6.2
No. 6 Senior IT Consultant 7 6.2

participated in earlier construction steps have gained previous knowledge. This can lead

to a bias during the model evaluation, as they are already familiar with the topics and

measurements in the focus and have influenced their distribution among the maturity

levels. Thus, as it is a critical factor to avoid this, for both evaluation steps (6.1 and

6.2), the focus group is enhanced by one person per step in order to integrate a further

perspective and knowledge regarding Big Data in the model construction process.

The focus group consists of consultants with cross-industrial experiences. This back-

ground supports the elimination of a potential model bias resulting from an unequal

distributed knowledge throughout the focus group as already mentioned.1

For a better guidance, at the beginning of each of the following subsections, a summary,

containing the goal, method, and result of the described construction step can be found.

5.1 Definition of problem and scope

Problem Definition

As described in Chapter 3, based on the existing maturity models from the field of

Business Intelligence, the context of Big Data inherits a multiplicity of challenges for

companies in different fields, amongst others the development and fitting of company-

internal processes to data analysis application, the integration of analysis results into

1As all of the focus group members are male, the language in the context of the focus group is not
gender-neutral.
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Table 5.2: Contribution Step 1 - Definition of problem and scope

Goal Method Result

Identification of the problem the
maturity model is designed to
solve; Definition of the model
scope in order to develop a model
with a practical relevance, set-
ting the frame, carve out the
models’ target group

Literature
review; Dis-
cussions with
Focus group
members

Problem: Companies struggle in
identifying and building up ca-
pabilities needed to deal success-
fully with the massive influx of
data; Scope: The model is sup-
posed to be cross-industrial with-
out a focus on specific appli-
cations or departments; Target
group: Model is of interest both
for scientists as well as practi-
tioners from different industries

existing workflows, the measuring of success of applied analysis techniques, and the im-

plementation of data quality management [Bizer et al., 2011; George et al., 2014; Kwon

et al., 2014].

With the increasing relevance of data as a production factor, data analysis becomes a

competitive factor [McAfee and Brynjolfsson, 2012]. Consequently, companies increas-

ingly feel the need to build up capabilities in order to handle and utilize the massive

influx of data. At the same time, companies are insecure regarding their current capa-

bilities and those they have to build and improve due to the heterogeneity of potential

fields of application, the marketing-driven selling of technological solution, etc. An eval-

uation of companies’ capabilities can be used as a basis for the identification of potential

improvements in order to gain a competitive advantage [Fisher, 2004]. One instrument

for this evaluation is a situational artefact, the maturity model, [Winter, 2008]. As ma-

turity models have proofed themselves both in science and practice as suitable for the

evaluation of capabilities, they are selected as the appropriate tool.

Scope

Next, the scope of the model to be developed is defined. Following the differentiation by

De Bruin et al. [2005] the model is a general model. It has no focus on data analysis in a

specific application context, neither on an industry department or company size. That

means that the resulting model can be deployed at every company, independent of its

size, industry, or purpose.
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The intended Scope is to cover different degrees of maturity respective capabilities of

companies from different industries that are potentially confronted with Big Data. The

selected level of abstraction of the model is needed due to the partly novel character of

the field of Big Data (see Chapter 2). At the same time, such an broad level offers great

potential for the subsequent maturity model application. Despite the existing overlaps

of Business Intelligence and Big Data (Chapter 2 and 3), the goal is to incorporate as-

pects that are Big Data specific, as it will be exemplified in section 5.5.

Additionally, the broad focus, resigning an application or industry focus is potentially

fostering the interest of a greater number of companies and industry experts to partic-

ipate in the model construction process. This interest is relevant, as the model to be

developed represents a new territory. A discourse with a wide range of practitioners is

seen as critical to evaluate and improve the initial model, fostering the overall relevance

and rigour.

Following the developed construction model in the previous section, the first phase

(Problem definition and Scope) also has to indicate the definition of the target group.

The following model construction and the resulting maturity model have two different

target groups. The construction process is primarily of interest for the scientific com-

munity as it is methodological driven. Its description is not of value for companies as it

does not hold any insights for the evaluation of their capabilities in the field of Big Data.

The resulting model however is of interest both for i) practitioners, especially consul-

tants and decision makers from relevant fields, such as organizational development, IT,

BI and similar, as it can be used for the as-is evaluation of companies in order to derive

potential fields for improvement. Additionally, it is of interest for ii) scientists as it is

a contribution to the field of design science research and Business information system

engineering.

5.2 Identification of dimensions

Criticism of recent maturity models targets the inaccurate use of describing dimensions

in order to provide the user with a deeper understanding of the subject in focus [Becker

et al., 2009; Mettler and Rohner, 2009]. Thus, this step gains in relevance with regard to

the depth and breadth of the topic Big Data. As mentioned in section 2.2, Big Data can

be structured along the dimensions Data, IT infrastructure, Methods, and Application.
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Table 5.3: Contribution Step 2 - Identification of dimensions

Goal Method Result

Identification of dimensions that
can be used to structure the
topic of Big Data; Dimensions
act as a basis for the
advancement of the model
construction

Structured
literature
review based
on
publications
in the field of
Big Data

Big Data can be structured
along the dimensions of Data,
Infrastructure, Method, and
Application [Hansmann and
Niemeyer, 2014]

These dimensions are taken as a starting point and will be discussed with the focus

group in construction step number four, the selection of the design level.2 3

5.3 Comparison with existing Maturity Models

Table 5.4: Contribution Step 3 - Comparison with existing maturity models

Goal Method Result

Identify already covered aspects
and shortcomings of maturity
models in the field of Big Data
in order to derive aspects for the
model to be developed

Structured
Literature
Review

Relevant aspects can be found
in maturity models from the
field of BI, DQM, and Corporate
performance Management

The shortcomings of recent maturity models with relevance for Big Data, primarily from

the field of BI, have been discussed in detail in Chapter 3. Although existing models

are covering several aspects of relevance for Big Data as well, such as the distribution of

analysis results, other aspects are not yet covered, compared with the characterization

of Big Data (Chapter 2). This results from the partly different focus of BI and Big Data.

In some cases BI is rather perceived as a support function, in contrast Big Data can be

understand as a comprehensive concept, applied throughout the company and moreover

influencing companies’ work [Manyika et al., 2011; Hansmann and Niemeyer, 2014; Lane
2As the in-depth discussion of describing dimension has already been conducted in Chapter 3, this step
is limited to the brief naming of potential dimensions.

3Even though thoroughly analyzed, the discussion with the focus group revealed some necessary adop-
tions, which will be explained in construction step 4.
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et al., 2014]. Examples of missing topics can be found in the data dimension - the origin

and source of the analyzed data. This aspect targets the multiplicity of available data

sources as a characterizing element of Big Data. Furthermore, organizational aspects

regarding the integration of analysis results in decision-making processes or the type of

the data analysis task also have not been taken into account yet.

These missing aspects will be considered during the subsequent identification of potential

topics and related items/measurements, supported by the input from the focus group

members based on their project and industry experience.

5.4 Select design level and methodology

Table 5.5: Contribution Step 4 - Select design level and methodology

Goal Method Result

Definition of the level of detail
of the maturity model and the
model focus; Selection of the
population approach (top-down
or bottom-up) and the applied
methods (quantitative,
qualitative, mixed)

Discussion
with the
focus group

The model will be developed
along the dimensions
organization and data; A
bottom-up approach is selected
for the model population,
applying quantitative methods
from the field of social sciences
and discussions with the focus
group/expert interviews

Definition of the design level

The starting point for the definition of the design level are the dimensions identified in

construction step two, Data, IT infrastructure, Method and Application. The aim is to

test these dimensions with regards to their congruence for the demand of an application-

independent model. Therefore, they have been discussed with the focus group in the

forefront. For the Data dimension, being identified as a central aspect of Big Data,

two main aspects have been raised during the discussion: the source and structure of

the data as well as adjunctive capabilities. The main characteristics of data, source

and structure can be seen as highly application-dependent in a first step, as they are

usually gathered or processed for a certain purpose. However, considering the processes

behind to collect, assess and use the various, increasingly external sources as well as
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diversified structures, insightful conclusions about a companies’ maturity in this field

can be derived, independent of the actual application. As up to 80 % of the overall data

volume are unstructured data [Ziegler and Dittrich, 2007; Grimes, 2008], companies

need to develop appropriate skills and ways of handling. Irrespective of the data’s later

use or origin deployment, associated processes and capabilities have to be implemented,

such as for the aspect of data quality management. Being a success-critical function in

the Big Data context [Kwon et al., 2014], the meaningful identification, evaluation and

combination of data gains in relevance. Additionally processes to identify and process

relevant data sources and implement appropriate solutions have to be established.

Thus, even though data is most likely gathered or used for a certain purpose or ap-

plication, the data dimension has been clearly reaffirmed by the focus group as being

congruent for an application-independent model. The knowledge of which data a com-

pany gathers and in which way these are processed, provides insights about the compa-

nies’ analytical processes and capabilities and thus allows the identification of numerous

further adjunctive topics.

In the context of the processes and utilization around data quality management, a second

potential dimension was raised during the discussion with the focus group, containing

aspects regarding standardization of analytic-related processes. This aspect is closely

related with governance, which plays a major role in the field of BI [Zimmer et al., 2012].

In contrast, it can only be found loosely in recent publications in the Big Data context

[Tallon, 2013; Soares, 2012], therefore it could not be identified in the research by Hans-

mann and Niemeyer [2014]. One potential reasons for the low number of publications is

the early stage of the topic Big Data and the lack of further published experiences with

standardization [Kaisler et al., 2013].

However, in order to incorporate the aspect of processes and standardization, compa-

rable to different Business Intelligence maturity models [Dinter, 2012], an organization

dimension is used as a second dimension, as the aspect of organization is perceived as

one major aspect within the overall Big Data concept [McAfee and Brynjolfsson, 2012].

The focus group members argued that especially organization and related process topics

represent the challenges that are posed in Big Data projects, such as the integration of

analysis results in the related business processes.

As indicated in Chapter 2 and section 5.2, the application dimension does not fully
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coincide with the goal of an application-independent model, following the results of

the discussion with the focus group. It has been pointed out that the diversity of the

potential applications and the early state of Big Data does not allow the identification

of applications and related measurements, which can be generalized for the maturity

model. Consequently, the application dimension has not been further pursued.

Furthermore, the application-dependency of the dimensions IT infrastructure and Meth-

ods does not allow to further pursue these dimensions either. Depending on the applica-

tion purpose, different hard- and software solutions can be found within companies, such

as Hadoop. The increasing dissemination of this framework, fostered by its distribution

as an Open Source software for the parallel processing of data, is linked with the overall

rise of Big Data [Argawal et al., 2011]. Nonetheless, its existence cannot be taken as

an indicator for maturity as its application does not necessarily stand for its productive

use.4

The argument against the method dimension follows the same logic. Based on the

structure of the data to be analyzed (structured, unstructured) and the type of analysis

(e.g. monitoring or prediction), different sets of methods are available. Not all of

the resulting potentially applicable methods can be covered by one maturity model.

Additionally, mathematical methods and their applications are subject to hypes. As the

interest in different methods changes over time, its application in companies can change

respectively [Bennett and Campbell, 2000]. Therefore this aspect is not suitable for the

measurement of maturity as well in the context of a first, high-level maturity model.

Summing up, the conducted discussion led to the adoption and selection of the dimen-

sions data and organization as a basis.

Definition of methodology

Following the work from De Bruin et al. [2005] the selection of the population method

depends on the maturity of the topic in focus, proposing the application of top-down

approaches for young, immature disciplines and vice-versa, the application of bottom-up

4One member of the focus group gave an advancing argument. Taking an e-commerce company that
analyzes unstructured data as an example, he argued that the e-commerce company may have a different
IT infrastructure compared with an investment good company that primarily deals with structured
sensor data in a manufacturing environment. Although both companies may have the same maturity
level with respect to Big Data, they yet differ in the applied infrastructure. Therefore, the abstraction
level of infrastructure would need to be on such a high level that this dimension would not lead to any
further insights.
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Table 5.6: Contribution Step 5 - Model population

Goal Method Result

Identification of measurements,
covering topics that belong to
the organization and data
dimension; assignment of items
to different maturity levels

Method from
the field of
Item
Response
Theory
(fitted
Birnbaum
model), Data
gathering
based on a
question-
naire,
Discussion
with the
focus group

17 topics with 3-5 items are
identified; the majority of the
items belong to the organization
dimension; the items are
assigned based on the calculated
item difficulty to the individual
maturity levels, resulting in an
initial maturity model

approaches for older, mature disciplines. As described in Chapter 2, Big Data holds both

novel as well as established aspects. Therefore, a distinct selection of the top-down or

bottom-up approach is not possible yet. With regard to the research goal (Chapter 1 - the

evaluation in how far a quantitative approach can be selected for the model construction

with both novel and established aspects - a quantitative bottom-up approach is selected.

Accordingly, as a first step, items that can be used for the measurement of maturity are

identified, followed by the assignment of items to the maturity levels.

5.5 Model population

The construction step five, Model Population, is of high relevance for the overall model

construction. As it contains numerous tasks, an overview about the contained sub-steps

and described content is given first.

i) As a quantitative bottom-up approach has been selected, in a first step the theo-

retical background of Test Theory and its potential approaches for the calculation

of the item difficulty are explained.
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ii) The basis for the calculation of the item difficulty are answered questionnaires

by companies. Therefore, the topics and items contained in the questionnaire are

explained as well as the characteristics of the gathered data base.

iii) Based on the gathered data, the initial maturity model, consisting of maturity

levels with associated items, is calculated and described.

5.5.1 Model calculation - Theoretical foundation of the Test Theory

As a bottom-up approach has been selected, in a first step the measurements are iden-

tified and in a second step assigned to the different maturity levels. The assignment is

carried out based on the associated maturity. Therefore, the goal is to carve out the

maturity of each item, which is used to bring the items in an order, representing an

increasing/decreasing maturity. This maturity is calculated, as it will be described in

this section, based on survey results. The survey targets the existence or absence of

certain processes etc. with relevance for Big Data in companies.5

One possibility to prioritize the items is based on the individual item difficulty. This

value can be derived with a class of methods from the field of test theory, belonging to

the social sciences. In order to foster an understanding of the applied methodology, the

different approaches, belonging to the test theory will be introduced in the next section

and applied on the gathered data subsequently in section 5.5.2.

In general, test theory describes the relation between the attribute that is supposed to

be measured with a test and the actual test behavior [Rost, 2004]. The test theory

addresses measurement problems which can be associated with test development, test-

score equating, and the identification of biased test items [Mislevy, 1982].

The aspect of measurement problems is subject to the test theory approaches, analyzing

in how far the questions of a questionnaire are measuring only the intended abilities.

The goal is to eliminate factors, which influence the probability of a correct test an-

swering, that are at the same time not connected with the ability that is supposed to

be tested. One example is the formulation of mathematical questions in high school

tests. In the event that both native and non-native speakers are taking the test, more

5A more detailed description of the content of the questionnaire is set aside at this point with regard
to the reading fluency. The detailed description of the questionnaires role can be found in later in this
section.
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complex formulations and the resulting problems of understanding can influence the

solving probability (although both groups taking the test have the same mathematical

abilities). One indicator that is used for the analysis of the correct measurement is the

item difficulty, which will be explained in the course of this section.

The test theory consists of two groups, classical test theory and probabilistic test theory,

also known as item response theory (IRT).

The IRT was able to solve different measurement problems [Becker, 2004] [Rost, 1999].

Despite the predominated application of methods from the field of the classical test the-

ory in the clinical environment, the item response theory has gained extensive attention

within the scientific community [Becker, 2004], leading to initial approaches that com-

bine classical test theory and IRT [Verstralen et al., 2001].

The classical test theory will not be further pursued in this work as:

i) The approaches from the field of test theory do not calculate the item characteristic

curve. Therefore, the item difficulty values cannot be retrieved, although needed

for the identification of the related maturity as described before.

ii) The statistics calculated based on the classical test theory (item/test/person statis-

tics) are sample dependent [Embretson and Linacre, 1996]. Consequently, the cal-

culated values cannot be transferred to other samples. This characteristic does not

fit with the described design science research demand for a generalizability of the

artefact, respective model [Gregor and Hevner, 2013]. Therefore, the application

of the classical test theory would result in a maturity model, which is only valid

for those companies that have contributed to the underlying database in terms of

answered questionnaires. In contrast, the item and person parameter, calculated

based on item response models are sample independent [Hambleton et al., 1991,

p. 18].

iii) The measurement of models belonging to the IRT is indirect. The observable test

behavior and related test score is based on a non-observable characteristic, a la-

tent trait, which in turn influences the test behavior. This assumption goes along

with the bottom-up maturity model construction, as each question regarding the

existence of certain processes is supposed to represent a certain level of maturity.
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Consequently, the answering behavior in the questionnaire is steered by the la-

tent trait, the companies’ capabilities, representing a certain level of maturity. In

contrast, the measurements of models belonging to the Classical Test Theory are

direct. The concept of the latent trait does not exist, therefore models belonging

to Classical Test Theory cannot be used and models from the IRT are in the focus.

In the next step, different approaches of the IRT are discussed to derive the approach

which will be further pursued in this thesis. As the used method from the field of IRT

has a major influence at least on the initial model, resulting from the model population

(construction step no. 5), the different potential approaches have to be discussed before,

focusing on the different model-specific underlying assumptions.

Figure 5.1: Example of an Item Characteristic Curve

In order to understand the different models in detail, the item characteristic curve as a

basis of the IRT will be explained upfront.

The Item Characteristic Curve (ICC) describes the relation between a person’s capabil-

ity, in this case denoted with "latent dimension" and the probability to solve a question,

depending on the person’s capability and the item difficulty. This curve is calculated

for each item individually, following the shape of a logistic function. The slope of the
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Figure 5.2: Exemplary Item Response Theory models clustered depending on the
number of parameters taken into account [Becker, 2004, p. 52]

ICC in its middle region allows for preliminary conclusions regarding the discriminative

accuracy of a question. The steeper the slope, the higher the discriminative accuracy of

a question, meaning that a slight deviation of a person’s ability (abscissa) results in a

significant change in a person’s probability to solve the question.

The numerous models belonging to the IRT can be structured based on the number of

parameters, which are specified in the item response function as shown in figure 5.2.

One parametric models (1PL) use a single location parameter to describe the position of

the item on the latent trait. Popular ones are the Rasch model, the Rating Scale Model

and the Partial Credit Model. Within each category, the models can be differentiated

with regard to the type of used scale, either dichotomous or polytomous, based on the

answering possibilities.

Two parametric models (2PL), assume that the slope of the item characteristic curve is

not identical for every item and therefore add a slope parameter, that allows the calcula-

tion of an individual slope for each item. Consequently, differences in the discriminatory

power between the different items are measurable.

Models belonging to the three parametric (3PL) category contain a third parameter,

incorporating the aspect of guessing. The basic assumption is that if a person has a low

to zero capability respective knowledge in a specific field, he can still solve a question

correctly by guessing, leading to a solving probability > 0.

The starting point for the explanation of the different IRT approaches will be the 1

PL Rasch model that has already been applied for the construction of maturity models

[Marx et al., 2012].
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Rasch model

The Rasch model, developed in the year 1960 by the Danish mathematician Georg

Rasch, is one of the most popular IRT models besides the Birnbaum model. Is has

reached prominent use, e.g. for the design of the PISA 2006 study [Prenzel et al., 2007].

The initial Rasch model has been used to analyze attitude or performance tests. Ques-

tions can be answered with 1 (agreement respective correct answer) or 0 (rejection

respective incorrect answer). An exemplary result matrix for a test with four questions,

taken by five people, can be found in table 5.7, with persons 1 and 2 as the best test

takers.6

Table 5.7: Exemplary result matrix for a test with binary questions

Question
Person 1 2 3 4 Columnbind

1 1 0 1 1 3
2 1 1 0 1 3
3 0 1 0 1 2
4 1 0 1 0 2
5 0 0 1 1 2

Rowbind 3 2 3 4

The Rasch model determines the solving probability of a question, depending on the

person’s capability, denoted with θ for person i and the question difficulty β for question

j . Uij represent the unknown outcome before the person i answers question j . Uij = 1

stands for a correct answer.

The resulting Rasch model equation is

P (Uij = 1|θi, βj) =
eθi−βj

1 + eθi−βj
(5.1)

Based on this formula, every item characteristic curve calculated, using the Rasch model,

has the same slope. Therefore, for each question, the same increase in a person’s capa-

bility results in the same increase of the solving probability - each question has the same

discriminative accuracy.

6Statements regarding the best test taker can only be made when the question can be answered only
correct/incorrect and the question does not target the agreement or disagreement with a statement.
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Two central assumptions of the Rasch model’s test respective questionnaire are suffi-

cient statistics and local stochastic independence [Becker, 2004, p. 45]. The demand for

the existence of sufficient statistics in the Rasch model states, that for each unknown

parameter (θi and βj), all relevant information must be available. Relevant information

in this case denominates the column sums for the number of solved questions per person

i and the number of correct answers per question j (as is evident in in table 5.7).

Contrary to the demand for sufficient statistics as just described, the assumption of lo-

cal stochastic independence cannot be kept in total when using the Rasch algorithm for

the maturity model construction. Stochastic independence in this case means that the

answering of one question does not influence the probability of the answering behavior

for another question in the questionnaire.

The potential questions regarding the source and structure of data that are analyzed

are taken as an example. These data characteristics may have an influence on the used

application to carry out the analysis tasks. In case a company includes both structured

and unstructured data from company-internal and external sources, the response be-

havior of different questions e.g. from the field of data quality management would be

influenced - the company is likely to have a stronger focus on data quality management

with regard to potential errors and noise, especially in those company-external data. By

that, the response behavior is not necessarily - but can be - influenced. Therefore, the

questionnaire has to be designed during the population step (construction step 5) for

the data gathering in a way to prevent an answer from excluding another answer and

reduce the mutual influence.

The Rasch model has been applied numerous times for the development of maturity

models in the field of information systems, e.g Lahrmann et al. [2011a]; Marx et al.

[2012].

One prominent publication modifies the Rasch approach by calculating in the forefront

of the model population a delta, consisting of the perceived relevance of an item and the

expected costs of its implementation [Marx et al., 2012]. This approach is based on the

assumption that the employee answering the questionnaire is able to estimate the effort

needed to implement an item, e.g. a certain process or methodology. This approach has

not been selected. In contrast to the subject in focus by [Marx et al., 2012], Manage-

ment Control Systems, Big Data holds partly novel aspects. Consequently, a reasonable
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estimation of an implementation effect and related costs by the respondent is not pos-

sible for every contained item due to the lack of experience, such as the existence of a

Big Data strategy. Therefore, the questionnaire used in this research project is focusing

solely on the existence of certain processes etc. in order to reduce the bias by incorrect

estimations.

Besides the Rasch model, other 1PL models are commonly used, such as the Rating

Scale Model and the Partial Credit Model. In contrast to the binary Rasch Model (two

answering possibilities: "solved, not solved" respective "agrees, does not agree"), those

two models belonging to 1PL allow the processing of data from different scales, e.g.

"agree totally" up to "total disagreement". Yet, as the focus is on a binary input (a

characteristic exists: yes/no), they will not be considered further.

Birnbaum Model

An advancement of the Rasch model has been developed by Birnbaum [1968], relaxing

one of the main characteristics of the Rasch model regarding the identical slope of

each Item Characteristic curve. This approach is implemented by adding a flexibility

parameter δ for question j into the already known equation. For this 2PL model, the

resulting equation is

P (Uij = 1|θi, βj , δj) =
eδj(θi−βi)

1 + eδi(θi−βi)
(5.2)

This relaxation of the demand for the models’ identical slope, led to fast acceptance

and application of the Birnbaum model, as for some tests it is more realistic to have

questions with different discriminative accuracies.

Further 2PL models are the Graded Response Model and the Generalized Partial Credit

Model, which are similar to the Birnbaum model, but hold different assumptions.

The 2PL model can be complemented by a third parameter, leading to 3PL models. This

third parameter is used for the determination of the intercept of the item characteristic

curve. Normally, the curve starts at zero, containing the possibility that a person, with

zero abilities relevant for the asked question taking the test, has a probability of zero to

solve a question. One might argue that a test taker always has a certain probability to

solve a question as, even without any relevant knowledge, he can select an answer based
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on guessing, which might lead to a correct answer. Consequently, the already known

equation from Birnbaums 2PL model is complemented by the parameter γ, describing

the starting point of the Item Characteristic Curve for question j.

P (Uij = 1|θi, βj , δj , γj) = γj + (1− γj)
eδj(θi−βi)

1 + eδi(θi−βi)
(5.3)

A modified 3PL Birnbaum model has been selected for the item difficulty calculation,

i) incorporating the guessing parameter but ii) assuming an identical slope for each ICC.

P (Uij = 1|θi, βj , γj) = γj + (1− γj)
e(θi−βi)

1 + e(θi−βi)
(5.4)

Regarding i): The guessing parameter takes into account the potential insecurity of the

respondents. With regard to the partly novel aspects of Big Data, the answering be-

havior might be influenced apart from the actual capabilities by an optimistic attitude

towards the companies’ capabilities. Optimistic in this case means that even if an ana-

lytical process, application, etc. has not been implemented and solely tested, based on

a proof of concept, the test taker may answer for this capability with "yes".

Furthermore, a respondent might not always be aware of details regarding specific ques-

tions and thus might answer accordingly to how he interprets the question.

Regarding ii): Incorporating different slopes would lead to differences in the discrimi-

native power of the maturity levels. In other words, some capabilities would be harder

to achieve than others, which would add another aspect for ranking besides the item

difficulty. This would result in a weighting of the different maturity levels.

In contrast, the same slope for every ICCs allows the grouping of items on maturity

levels and comparing different maturity levels only based on the item difficulty value.

The calculation of the item difficulty in the next section is carried out based on data

from the answered questionnaires. In this case being the companies’ respective employ-

ees who have completed the questionnaire. As said before, the questionnaire contains

questions regarding the existence/absence of processes, objects etc. in order to measure

the existence of different Big Data relevant capabilities. The calculated item difficulty

is used to prioritize the items and bring them into an order that in turn, is supposed
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to represent the associated maturity. The application result of the described Birnbaum

model is illustrated in the following section 5.5.2.

5.5.2 Development of the questionnaire

The development of the questionnaire is the starting point for the model population, as

a bottom-up approach has been selected. The questionnaire is used to gather the data

needed for the following model population. In order to develop the questionnaire, the

topics and related measurements have to be defined. Therefore, in this step, the later

maturity model content is defined.

The questionnaire has to comply with the following two demands:

i) The identified topics with relevance for Big Data are supposed to contain aspects

that are not yet covered by existing maturity models from the field of BI, but at

the same time, do not focus on specific application scenarios as described in section

5.4.

ii) The second demand results from the application of the test theory, holding the

need for a questionnaire whose questions are independent from each other. The

probability of one response must not be dependent on the answering of another

question.

The topics and items are carved out based on the identified maturity models from the

field of BI, relevant literature, and enhanced by the input from the focus group.

The questionnaire targets different topics, referring to the dimensions Data and Orga-

nization, selected in construction step four. A topic is targeting a specific field, e.g. the

data quality management or success control of data analytics. For each topic, several

measurements have been defined. These measurements are targeting different occur-

rences of one topic, e.g. a manual data quality management, or an automated data

quality management. As these measurements are transferred into the questionnaire,

they are called items likewise. Following the selected methodology as described before,

each item in the questionnaire is targeting the existence or absence of a process, object

etc.
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Figure 5.3: Hierarchy of Dimensions, Topics, and Measurements

To design the questionnaire, some pre-work has been carried out before. In a first step,

topics and related measurements have been identified and transferred into a question-

naire structure. The identification has been carried out based on existing literature

belonging to the field of Big Data and maturity models from nearby fields as described

in Chapter 3.

This draft has been discussed in a next step with the focus group regarding comprehen-

sibility and understandability. The input of the focus group at this stage is needed as

several aspects of Big Data are not yet covered by recent literature due to the novelty

of the topic. This accounts as well for the identification of measurements.

This conducted discussion resulted in a questionnaire that has been pretested with the

focus group members for clarity and understandability, consisting of 17 topics with three

to five items, each assumed to represent a different difficulty (table 5.8). The resulting

topics and items as the basis for the questionnaire design will be presented in the next

section.

The final questionnaire consists of two parts:

i) Organization dimension related questions

ii) Data dimension related questions

Part 1: Organization dimension

With regard to the overlap with the field of Business Intelligence, the questions of the

organization dimension are partly related to existing maturity models for BI applications
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[Lahrmann et al., 2011b; Dinter, 2012]. The novelty of the research at hand however is

ensured through two aspects:

• The fitting and updating of the answer options of related topics from nearby ma-

turity models to the Big Data context with related measurements (i.e. items

targeting further capabilities of an already covered topic). In doing so, potentially

relevant topics from existing models are further incorporated, but fitted to the

further development of the Big Data environment. This fitting procedure is aimed

to incorporate the matter of partly existing overlaps of BI and Big Data.

• The identification and integration of new topics and related items in the question-

naire, that are clearly relevant for and associated with Big Data and have not been

questioned so far in the BI context.

Therefore, in the next section, both the identified topic as well as the referring measure-

ments are described. Additionally, it is carved out which topics and measurements go

beyond aspects that have been already covered by existing maturity models.

Data analysis strategy

A strategy in the Big Data context is understood a description for the goals and intention

pursued with data analysis for the companies’ processes and success. It is an indicator

for the perceived relevance of Big Data, as a strategy formulation needs a debate on

the future direction of the topic in focus and additionally puts more emphasize on it

[McAfee and Brynjolfsson, 2012].

The existence of a strategy supports informed investments decision and supports the

avoidance of over-exceeding budget which is of special interest with regard to the needed

investments to develop relevant Big Data capabilities [Luftman et al., 2015]. The topic

of strategy can be found in the field of BI as well [Lahrmann et al., 2011b], but has

increased in relevance with regard to the role and perceived relevance of Big Data for

the overall companies’ success. Big Data has the potential to open up new revenue

streams by enhancing the existing business model or generating new ones. The decision

in how far the utilization of Big Data within the company is pursued, is reflected in such

a strategy. Therefore, a Big Data strategy is supposed to be more closely related with

the overall business, determining the role of the utilization of data in the company.

With regard to the novelty of the topic Big Data, the focus is on the scope of the strategy
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instead of its update cycle, which is in the focus for more established topics [Lahrmann

et al., 2011a].

The response options cover the spectrum from the lack of a Big Data strategy to a

company-wide strategy, representing different scopes of the strategy. The company-

wide strategy is associated with a far-reaching penetration of analytics throughout the

company. Response options, targeting a potential link between the overall IT strategy

and the Big Data strategy as it can be found in Dinter [2012] have not been included,

as Big Data is understood in this research as an overall paradigm, which has overlaps

with corporate IT but is not solely part of it.

Data analysis project

The existence of an analytic-relevant project can be used as a measure for maturity, as

the implementation, improvement etc. of analysis relevant processes points towards a

recognized relevance of the Big Data topic for the company. This topic carries some

novel aspects. The aspect of a Big Data project has been raised by a member of the

focus group during the discussion of the initial draft of the questionnaire and represents

a new topic, as it has not been subject to recent maturity models, presented in section

5.3.

It is assumed that the implementation of processes, tools etc. in the Big Data context

are carried out normally in the course of a project, as these enhancements are not part

of the regular business. Additionally, each project carries the need for budget and the

investment of workforce, whose existence speaks for at least a minimum believe into the

benefits of analytics for the business.

The response options cover, besides the absence of any projects, every stage of a project

from the planning stages to the running project that is in progress up to the already

completed project.

Data analysis project sponsor

The question regarding the project sponsor is related to the question for a Big Data

strategy and follows the same logic. The more significant the influence of a project

on the company is, the higher the project will be located in the company structure.

This aspect can be found in recent BI maturity models [Lahrmann et al., 2011a]. A

sponsor located in the upper parts of the organisation stands for the management com-

mitment. The more comprehensive the project becomes, the more departments are
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involved. Therefore, again the response options range from a de-central sponsor up to a

sponsor on management level.

Cost Control

During the past years, the investments into information systems, especially those with

an analytical focus, have risen and are expected to rise further as a result of i) the further

spread of these systems throughout the company, independent of the industry and ii)

the need of more sophisticated systems, tools etc. for the roll-out of analysis tasks into

the productive environment [Capgemini, 2015]. Potential investments areas are amongst

others purchasing and running of hard- and software, cloud computing environments as

well as the generation and improvement of the workforce capabilities, such as software

training.

With regard to the increasing spread and heterogeneity of analysis applications, the

cost control complexity increases. This connection can be found in a recent BI maturity

model by Raber et al. [2013a]. Consequently, the analysis of costs results in a need for

the examination of data analysis on detailed level, in order to identify the individual

cost driver and allocate the costs correctly. This aspect is more in focus for already

productively running IT systems. The answering options hence cover the range from

the absence of cost control to a comprehensive cost control, incorporating the success

that was created due to the made investments. Specific investment areas have not been

carved out.

Implementation of data analysis

Another aspect which has been stressed during the discussion with the focus group is

the aspect of the implementation of the data analysis. Implementation in the context

of data analysis is targeting the technical system in terms of software application/tool

that is used to carry out data analysis related tasks.

This topic of implementation has been integrated despite its close link to the infrastruc-

tural respective application dimension, as the items are not exclusively applicable for

one specific tool. Instead, they represent a general degree of professionalism.

This topic targets those capabilities, that are associated with a different type of software

or tool, that is used in a company. More specific analysis applications speak for a higher

perceived relevance of the analysis topic and are related with higher investments into

technology. Furthermore, the analysis of unstructured data (texts, pictures etc.) poses
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high demands for capabilities to the tools users. Consequently, the tool in usage al-

lows conclusions regarding the companies’ capabilities and activities in the field of data

analysis. More sophisticated solutions have advantages regarding the volume and the

structure of the processed data as well as the contained statistical methods.

The response options range from the usage of spreadsheets as analysis tools7 up to flex-

ible, pro-active analysis solutions, which can be used for explorative approaches.8 The

response options Use of Analysis Software and Flexible, pro-active analysis solution go

beyond the aspects covered by existing maturity models in the field of Business Intelli-

gence and therefore represent an enhancement of current research.

Frequency of data analysis

This aspect targets the frequency, in which analysis are carried out on (parts of) the

data pool. A higher frequency is associated with a deeper integration of data analysis

in the business processes, focusing on a productive use of analytics as a core business

function and allowing a faster reaction of the company. Potential applications for these

can be the fitting of demand forecasting, management of external risks (e.g. environ-

mental risks), reputation management, or the analysis of manufacturing streaming data

for quality management purposes.

The incorporation of the frequency topic represents an enhancement of current BI matu-

rity models as BI oriented reportings are generated with a lower frequency compared for

example with tracking applications in the field of supply chain monitoring or customer

tracking in online marketing as recent Big Data applications. For reporting purposes,

e.g. sales reporting in wholesale, a daily update and analysis frequency is in most cases

sufficient, whereas for monitoring purposes in production environments or the tracking

of sentiments towards brands or companies, based on media with a high update rate

such as Twitter, the continuous analysis increases the explanatory power.

The response options range from "less frequent than weekly" up to "continuously".

Type of data analysis

As described in Chapter 2, the diversity of data analysis applications has increased in

the past years. The focus of Business Intelligence applications is on reporting, the cal-

culation of key figures is carried out using primarily on transactional data, generated

7At this point, the focus is on the use of the spreadsheet as the analytical application, not as a front-end
for underlying analytical applications.

8One example for those functionalities are analytic workbenches like SAS Visual Analytics [SAS, 2015b].
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based on ERP systems as a consolidation with further unstructured, potentially external

data sources does not go along with a classical data warehouse structure [Trujillo and

Maté, 2012].

In the course of time, the increasing data depth (number of attributes per entry, e.g.

on customer level) and data breadth (time period since the attributes are stored) allow

further types of data analysis. Those types differ - amongst others - in the applied

methods (e.g. supervised/unsupervised learning approaches) or the focus (e.g. analysis

of real-time data/analysis of data for prediction purposes). As these different types of

analysis demand for more sophisticated methodologies, infrastructure and integration

into the business and decision making process, they can be taken as a measurement for

maturity.

The response options range from reporting (aggregation of sales data etc.), exploratory

analysis (focusing on pattern recognition, e.g. in customer data, without focusing on

specific attributes, e.g. sales or potential), to predictive analysis (forecasting the devel-

opment of sales, trends etc.).

Another aspect that has been discussed during the questionnaire development are pre-

scriptive analytics. This aspect however has not been further considered. Based on

the discussion with the focus group and following the argumentation that methods and

tools - associated with prescription - have not yet arrived in practice. The term lacks,

in contrast to the ones mentioned before (exploration etc.) a clear understanding.

Result provisioning

Result provisioning focusses on the possibility how analysis results are made accessible

for end users from the business side.9 10 This topic, already existing in the context of

Business Intelligence, gains in relevance as a sufficient information exchange between the

person generating the analysis results (Data Scientist) and the one using the insights for

decision making (business person) tends to be less often existing in contrast to Business

Intelligence [Rajaram, 2013]. At the same time, the availability of analysis results has

an influence on the integration in employees’ decision-making, e.g. forecasted market

developments in the product development process [Marx et al., 2012].

9Analysis results in this context are understood as the information, resulting from the application of a
mathematical operation (as described in the topic Type of Data Analysis) on data.

10In this context, the business side/end user targets the employees which is the decision maker, e.g. a
marketing manager, deciding about the allocation of the marketing budget on different channels.
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With regard to the needed statistical background for the analysis task, current appli-

cations in the field of Big Data rather focus on a Data Scientist as an user instead of

a person from the business. Additionally, the provisioning of analysis becomes more

relevant with regard to the increasing number of employees, working with analysis ap-

plications combined with an increased employees’ mobility.

The options cover the range from rather inflexible solutions, such as printing the results

or storing them on a department wide platform, which leads in turn to silo structure up

to the highest mobility, offered through the provisioning of the results on mobile devices

such as tablets or smartphones [Trujillo and Maté, 2012].

Result processing

Result processing is focusing on the further use of analysis results for decision mak-

ing. Examples for analysis results in this case are customer values, predicted demand

quantities, or times of expected machine failures. Following the idea of a data driven

company, an automated processing and integration of analysis results is supposed to sup-

port decision-making on a wide basis [Provost and Fawcett, 2013]. An early example for

analysis results integration is the use of counter and marketing data for the disposition

planning in production environments, proving its positive influence on the performance

[Mukhopadhyay et al., 1995]. In this case, the analysis is limited to the calculation of

remaining stock. Nonetheless, the following business process - the order - is triggered

automatically.

Numerous currently dominating applications in the field of Big Data, e.g. sales fore-

casting, customer segmentation, and marketing mix analysis hold the potential for an

automated processing of the analysis results in order to facilitate the subsequent decision

making, e.g. the targeted display of advertisement or profiled product suggestions.

The degree of standardization and integration of analysis results in business processes

and decision-making allows conclusions concerning in how far data analysis is antici-

pated as a part of the daily decision making. Therefore, this question can be used as a

measurement for maturity. This topic has not been explored in current maturity models,

but was brought up by the members of the focus group, advocating an understanding

of data analysis as an essential part of daily business processes.

The manual, un-standardized processing of analysis results is expected to be the lowest

level of maturity and points towards a gap between analysis and business processes,
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e.g. the utilization of reported marketing effects from past sales as the basis for de-

cision making in order to optimize future pricing. A manual standardized processing,

e.g. a customer segmentation could be the transfer of analysis results in pre-defined

spreadsheets or Customer Relationship Management systems for pricing decisions. The

automated processing of results describes the automated derivation of action, triggering

processes that depend on the analysis results.11

Usergroup I & II

The next two questions have been grouped as they contain the same answering options.

Both questions target the persons involved in the analysis process.

The questions regarding Usergroup I asks for the persons, who are responsible for the

development of analysis, defining the reports etc.

Usergroup II describes the persons working with the analysis results. Therefore, user-

group II is linked to the question regarding the result provisioning, explaining how the

results of the analysis are presented to the persons, belonging to usergroup II. A close tie

between the employees using the analysis results and those defining the needed reports

and analysis can improve the business understanding on the modellers side, resulting in

an improved result quality from the analysis users perspective. This striving for closeness

can lead up to the point, in which a business user is able to define its own reportings and

carry out analysis tasks on its own. That aspect is known in the Business Intelligence

context as self-service Business Intelligence [Abelló et al., 2013]. The respective term

self-service analytics has already been introduced as well [Kridel and Dolk, 2013].

The extend in how far the business functions can work with data analysis on their own

depends amongst other on the used software tool. Approaches as IBM’s Watson tech-

nologies, being able to process natural language and transform spoken questions into

analysis queries, foster the use by the business [IBM Systems and Technology, 2011]. It

is assumed that an increased use of such tools by the business goes along with invest-

ments into training etc. in order to enable the business to benefit from the applications.

This in turn allows to draw conclusions regarding the perceived relevance of analytics

in the company.

The response options are the same for both questions and cover the range from one

single person in a company responsible for developing/using analytics, over a key user

11One exception is the strategic decision-making in which automated analysis result implementation is
not possible, resulting from the informal character of the strategizing process [Whittington, 2003].



Chapter 5. Application of the construction model 130

per department, up to a analytics development/usage throughout the company [Raber

et al., 2013a].

Success control

Success control has already been touched upon with the topic of cost control. Compara-

ble to the result processing, for analysis tasks whose results are integrated into strategic

decision making with longer time horizons, a success measurement is a challenging task.

Success measurement in this work is understood as the measurement of the impact

resulting from the use of analytics application, e.g. cost reduction in the production

environment due to improved quality management, or increasing sales due to improved

marketing actions.

Success control and cost control gain in relevance in the Big Data context as data are

increasingly perceived as a factor of production, whose use should be managed and op-

timized [Capgemini, 2012]. However, success control in the context of Big Data raises

one problem: On one hand, the integration of predicted future trends into decision-

making and, based on that, the derivation of concrete actions, such as sales forecasting

and needed stocks, become increasingly important. On the other hand, with increas-

ing time horizons and granularity of actions, which are supposed to be predicted (e.g.

market development scenarios for the strategy development), the precision of the pre-

diction becomes partly less measurable due to its qualitative character and complexity.

Nonetheless, the existence of defined processes and time frames for success control can

be taken as an indicator for maturity as it measures in how far the company is concerned

with this aspect. It has not been taken into account in current maturity models.

The measurement of success in this context targets the existence of measurement related

processes instead of specific key performance indicators. Consequently, the response op-

tions cover different routines that can be applied to the success control, ranging from the

lack of a success control up to a regular, standardized success control. The formulation

of items based on processes in the context of success control allows a data gathering that

is independent of the company’s individual utilization.

Standardization of analysis process

Standardization as shown in the topic Success Control is equally relevant for the anal-

ysis process itself. The target of this topic is to identify how the execution of data

analysis tasks is based on (standardized) processes or routines and in the case that
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standardization exists, the extent and level of definition. Although data analysis is

supposed to be a flexible task, standardized process models for each field of application

could foster the increasing use and integration of analysis into day-to-day business, as

it helps to understand the processing of the analysis tasks, which is relevant as well for

its further improvement. Potential process models for the analysis have been discussed

in terms of the CRISP-DM [Shearer et al., 2000] and the model by Fayyad et al. [1996].

Additionally, the structuring of the data analysis on a process level shows a potential

increased maturity, as data analysis is supposed to be transferred in an productive state

as part of existing business processes. Process relevant items can be found in the model

by Lahrmann et al. [2011a] in terms of defined governance processes and also in recent

literature on Big Data governance [Tallon, 2013].

Again, the response options range from the absence of any process definitions up to the

company-wide standardized and controlled processes.

Part 2: Data dimension

The second dimension selected for the maturity model is the data dimension. The

contained topics are focusing on three main drivers of Big Data in a data context as

described in Chapter 2, namely

• Data volume,

• Data structure, and

• Data source.

Additionally, the aspect of Data Quality Management has been identified as one chal-

lenging aspect in current Big Data applications [Accenture and GE, 2015]. This data

dimension is a distinguishing factor to similar research - Data as an individual dimension

is not subject to current BI maturity models.

Identification of new data sources

The first question of the data dimension is targeting those processes that are related to

the identification of new data sources for analysis purposes. The identification of data

sources plays an increasingly important role within the overall analysis context [Hans-

mann and Nottorf, 2015]. Its increased relevance is fostered by the increasing number and
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heterogeneity of available data sources, especially of company-external sources. With

regard to the static character of BI, the search for and evaluation of new data sources

has played a subordinate role so far [Hansmann and Nottorf, 2015]. It is assumed that

the perceived relevance of data analysis for a company has an influence on the structure

and comprehensiveness of the processes for the identification of data.

With regard to the novel character of Big Data and the expected heterogeneity of compa-

nies’ capabilities in this field, the response options are selected to mirror the differences

between a structured process model for the identification of data in an analysis context

and the information requirement analysis, originating from the field of data warehousing

and BI, focusing primarily on company-internal data [Hansmann and Nottorf, 2015].

The options range from a focus on already-existing data in the data warehouse up to

the regular generation of a data landscape, including a pre-evaluation of data. The pre-

evaluation has gained in relevance within the Big Data discussion. With the increasing

number of data sources available, the selection of the most informative data sources

out of the overall identified data sources becomes increasingly relevant, especially with

regard to the needed pre-processing effort for unstructured data [Assunção et al., 2013].

Pre-processing in this case is not limited to Data Quality Management (DQM). It con-

tains as well the aspect of data matching, bringing person-centric data from different

sources together. This aspect will be targeted in the topic Combination of data source.

Source and structure of processed data

Comparable to the questions of the type of analysis and its frequency, the selected data

itself are equally influenced by the goal of analysis as well. Nonetheless, within most of

the companies, irrespective of their industry and size, use cases for the analysis of data,

both from internal and external sources as well as structured and unstructured can be

identified.

The sources and structure of the processed data allow conclusions regarding existing

capabilities both in the field of data pre-processing and analysis. Unstructured data,

especially human generated ones (e.g. product reviews) tend to hold noise as it will

be explained in detail in the topic Data Quality Management.12 Therefore, the pre-

processing is more demanding.

Furthermore, unstructured data require a different set of mathematical methods for the

analysis, which are not covered necessarily by existing data analysis applications due to
12Further elaborations on this topic can be found in section 2.1
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focus on numerical data in the past.

The response options cover again a range from company-internal structured data to

both structured and unstructured data from in- and outside the company.13 Yet, the

answering option poly-structured data, has not been included as it does not hold sufficient

discriminatory power with regard to its heterogeneous understanding in practice. A

dataset, containing a tweet, a user ID, and a time stamp for example, could be seen as

poly-structured, although the understanding of analyzing Twitter data is most commonly

understood as the analysis of unstructured data, which is the view that has been followed

in this work.

Combination of data sources

After the processed data sources have been identified, the next question targets the

potential merge of different data sources. The enhancement of existing data sources

accounts especially for the marketing context with regard to the use of company external

data, e.g. the enrichment of the customers’ data through their activity in social networks

in the setting of customer profiling e.g. for product recommendation purposes [Han

et al., 2012; Amatriain, 2013]. This can contain as well the purchasing and processing of

specific data sets from service providers, e.g. socio-economic data from external market

research institutes.

This aspect has already been triggered by the topic before, the Source and Structure

of processed data. The extend of automation of the data sources combination allows

conclusions regarding the integration of analysis tasks in the existing business processes.

An automated combination of different data sources is assumed to allow a more frequent

update of the consolidated data set compared with manual approaches. A frequent

update is seen as crucial for different analysis tasks, e.g. customer targeting and product

recommendations.

The answering options range from the lack of a combination of sources to an automated

combination.

Data Quality Management

Data quality is perceived by companies as one major challenge for the successful appli-

cation of BI [Lahrmann et al., 2011a,b]. This accounts as well for Big Data [Kwon et al.,

2014; Zhang, 2013]. DQM as a core topic of Big Data becomes increasingly important

13For each response option, an example data source/type is given in the questionnaire.
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due to the developments named before (variety in data volume, structure, and sources).

Each data source has to be evaluated in the forefront of the analysis in order to gain

insights about possible quality issues, e.g. missing values or inconsistency. Therefore,

with an increasing number of sources, especially those from outside the company, where

the data generation and thus the data quality cannot be influenced, the needed effort

and importance of data quality management increases. This accounts especially for

human-generated data that are usually generated based on a certain intention. They

often contain, in contrast to machine generated data (e.g. transactional data from ERP

systems) opinions and sentiments, which need a check for plausibility.

In order to remain application-independent, the focus of the response options is on the

underlying process of the data quality management instead of its actual execution, which

would rather target specific data curation approaches. It ranges from a manual DQM

to a completely automated DQM approach.

Up to this point, the topics and related items for the two dimensions, Organization and

Data have been described. Besides those aspects, complementing information regarding

the company and respondent are additionally aimed to be gathered: i) the belonging in-

dustry, ii) number of employees and iii) the organizational level of the person answering

the questionnaire. These information are supposed to support the subsequent review, in

order to analyze in how far the results of the model population are based on an equally

distributed database regarding the company characteristics, to foster the generalizability

of the results.

For aspect i), a significant abundance of one industry within the participating companies

may influence the item distribution of the initial model. The company’s size - aspect

ii - allows amongst others to draw conclusions regarding the number of departments

and potential fields of data analysis application. Larger corporations may have more

financial funds - in contrast to smaller companies - to invest into the development of

analytical companies.

The information about the organizational level of the person, aspect iii), holds its ex-

planatory power in combination with the information about the number of employees.

Employees from the management level, especially of larger companies might lack the

detailed information regarding specific process-oriented questions. Furthermore, the

perception of items targeting the big picture, such as the existence and spread of a Big
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Data strategy might differ between the lower and top management level in larger cor-

porations. Therefore, this information can be used later on, in order to evaluate the

explanatory power of the initial model. Ideally, the companies are distributed equally

among all of the three different characteristics.

Preliminaries with relevance for the questionnaire

As described before, one demand with influence for the questionnaire to be developed

is local stochastic independence. This first demand is fulfilled as none of the provided

answering options for the different topics are mutually exclusive. Each combination of

responses is logically possible.

The second demand concerns the homogeneity of items, determining that all items are

measuring the same capability, in this case maturity.

Related to this demand is the uni-dimensionality, the third demand, requesting that the

answering is only influenced by one single latent trait, the Big Data capabilities. Those

three demands are fulfilled by developing a questionnaire, which questions are formulated

clearly, are furthermore clearly delineated, and that ensures that each question is directly

related to the company’s maturity with regard to data analysis.14

Up to this point in the construction step five, the topics and related measurements for

each topic have been identified based on relevant maturity models and literature and

on discussions with the focus group for validation subsequently. For each topic, the

different measurements have been listed and the respondent was asked to tick in the

provided questionnaire, which process etc. are implemented in his or her company.

As explained, the questionnaire has been pre-tested by the members of the focus group

regarding the ease of use. After changes targeting formulations have been made, the

final questionnaire has been used in a next step to gather the data, which are needed

for the further maturity model development.

5.5.3 Data gathering

Based on the research goal, to develop a cross-industrial, cross-application model irre-

spective of a company’s size, every company with the potential to utilize data analysis

could participate in the survey, independent of its size or industry. The questionnaire
14Consequently, questions regarding the company’s characteristics, e.g. number of employees or industry,
are not taken into account for the model calculation.
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Table 5.9: Characteristics of the respondents

Industry Number %

Manufacturing sector 16 23
Information and communication 15 21
Retail 6 8
Services 12 17
Banking and Insurance 10 14
Energy 2 3
Healthcare 10 14

Total 71 100

has been published in both a .pdf-format as well as in an online format, based on the

open-source software LimeSurvey.15 This software enables in the course of the data

gathering an analysis of the number of viewed but not completed questionnaires. This

information can be used to calculate the return rate. Furthermore, the software can

identify at which question the answering of the questionnaire has been stopped.

The questionnaire has been distributed via four groups in the business network Xing

(www.xing.de) by posting the link to the survey in the groups and explaining the pur-

pose of the survey.16

The groups have been identified by using the search query for "Business Intelligence"

and "Big Data" on xing.com. Groups belonging to Business Intelligence have been in-

tegrated, as a analysis of the discussed topics based on the used headlines has revealed

that Big Data relevant topics (e.g. increasing data volume, analysis of unstructured data

etc.) are discussed as well next to Business Intelligence topics in these groups, indicating

the existing overlaps between the topic of Big Data and Business Intelligence.17

15https://www.limesurvey.org/en/
16https://www.xing.com/communities/groups/business-intelligence-47c2-1068645;
https://www.xing.com/communities/groups/business-intelligence-und-big-data-nervensystem-fuer-
wirtschaft-und-gesellschaft-47c2-1069429;
https://www.xing.com/communities/groups/big-data-creating-value-from-data-47c2-1068031;
https://www.xing.com/communities/groups/big-data-47c2-1063962

17The selection of the groups can be seen as an limitation as only those persons become members
of interest groups, who are already interested in those topics, which can have an influence on the
characteristics of the surveys’ participants. Nonetheless, as it will be shown in table 5.9, the gathered
data set is not dominated by a certain type of company.
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The questionnaire has been distributed in the period fromMarch to June in 2014. In each

group, the link has been reposted four weeks after the first posting in order to increase the

number of participants. Besides the questionnaire link, a brief description of the surveys’

purpose and contact persons have been given. 157 people clicked on the survey link,

65 people completed the questionnaire.18 Additionally, 6 persons preferred to complete

the paper-based questionnaire, leading to a total of 71 completed questionnaires. These

have been used as a data basis for the further model construction.

A summary of the characteristics of participating companies can be found in table 5.9.

Except for the industries energy and retail, the respondents are distributed relatively

equal along the industries.

As described before, a potential limitation results from the already existing interest of the

survey participants into this topic. This aspect can be found as well in similar research,

e.g. the model by Lahrmann et al. [2011a], who collected their data during congresses on

Business Intelligence. The participants of such events, being used to gather an adequate

sample, can be seen as having an already existing interest, comparable to the members

of the Big Data fora on Xing. However, by distributing the survey link on multiple

fora, containing both Business Intelligence as well as Big Data topics, the gathered

data base is even more multifaceted and as random as possible in this research context.

Furthermore, the sample size of 71 companies exceeds already accepted publications

[Lahrmann et al., 2011a].

However, generally occurring biases, resulting from the potential characteristics of the

respondents that influence his answering behaviour, irrespective of the context, are still

given.19

5.5.4 Model calculation - application of the Birnbaum model - descrip-

tion of the initial model

After the data have been collected, the subsequent calculation of the item difficulty in

order to identify a maturity of each item has been conducted. Basis for the calcula-

tion of the item difficulty are the coded survey results. All topics and belonging items

have been transferred into an excel file, one column for each item. The rows represent

18Data regarding the number of people who read the article at Xing are not available.
19Nonetheless, a potential lack of randomness is not a difficulty, as the IRT is sample-independent
(Section 5.5.1).
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Figure 5.4: Initial model resulting from the clustering of the items based on the
calculated individual item difficulty
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the companies, which have completed the questionnaire. For each item that has been

ticked, a "1" has been marked down, for non-marked a "0".20 The resulting matrix has

been used in a first step to calculate the item difficulties for each item, using the fitted

Birnbaum model algorithm (Section 5.5.1). The calculation was carried out using the

ltm package for the statistic software R [Rizopoulos, 2006].

In a second step, the items have been clustered based on the item difficulty value, using

a ward clustering with the R build-in package stats. Each cluster represents a maturity

level, consisting of different items with a similar item difficulty. The number of cluster

equals the number of the maturity level. In this research - in contrast to the majority

of the publications - the items have been clustered on six instead of five levels. This

higher number has been chosen in order to represent the broad set of measurements,

covering both very immature aspects up to capabilities, expected to be associated with

a very high maturity. This manual determination of the number of maturity levels can

be found similar in Raber et al. [2013a].21

The results of this clustering, the initial model, can be found in figure 5.4. The unequal

distribution of the number of items per maturity level is a result of the applied method.

Comparable to the models by Marx et al. [2012]; Lahrmann et al. [2011a]; Raber et al.

[2012], the model tend to have an emphasize around the middle maturity levels, as it

will be explained in detail later in this section.

Furthermore, not for every topic, the same number of measurements could have been

defined. The number ranges between three to six. Therefore, not necessarily one item

of each topic can be found per maturity level.22

The initial model was tested regarding consistency on an intra- and inter-maturity level

basis in a next step. The test on an intra-maturity level is intended to analyze if two or

more items are assigned to one maturity level, which contradict each other, e.g. no data

analysis strategy exists and a companywide analysis strategy exists.

The analysis on an inter-maturity basis is supposed to identify if two or more items of

20Those items, which have been not ticked at least one are removed from the list, as they do not
contribute to the calculation of the difficulty. For the model at hand, this has been the item "Irregular
screening for further, company-internally and externally available data".

21In contrast to the model by Marx et al. [2012], no dimension specific models have been calculated. This
means that the item difficulties have been calculated based on the overall responses, no dimension-
individual data sets, that would contain only the responses to topics belonging to one of the two
dimensions have been created. The low number of items for the data dimension does not allow for
results with a sufficient explanatory power for this dimension. Therefore, the items per maturity level
have been assigned manually to the belonging dimension.

22The effect of this on the model evaluation (construction step 6) will be explained later in this section.
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the same topic are obviously distributed in an improper form on the different levels.

Using the example of the data analysis strategy again for the inter-maturity level analy-

sis, the distribution of the item no data analysis strategy exists on level six as the highest

maturity level and a companywide analysis strategy exists on level one as the lowest level

should be identified as a potential error. The goal of this intra- and inter-maturity level

analysis is to test, if the quantitative approach leads to suitable initial results without

a need for a further model fitting.

This analysis does not represent an evaluation. This approach has an explanatory, de-

scriptive character and helps to interpret the initial model. The goal is not to carry out

an detailed discussion of each item but to provide a first overview of the initial, yet to

be fitted results for each level. The actual evaluation begins with the discussion of the

initial model with the focus group, described in section 5.6.1 (construction step 6.1).

Level 1

The co-existence of the items absence of analysis relevant projects and already finished

projects represent very different states with regard to the role of data analysis in a

company and do not fit into one maturity level (intra-maturity level). Furthermore, the

existence of division-wide analysis strategy, expected to represent a higher maturity, does

not fit at a first glance with other items on this lowest level as no cost-benefit calculation

exists or the lack of a success control.

Level 2

On maturity level 2, no analysis strategy exists, which does not fit at a first sight with

the division wide analysis strategy on level 1, as one would expect that with an increas-

ing maturity, the scope of the strategy broadens (inter-maturity level). Additionally, the

presentation of analysis results in a digital (pdf-file) or printed format does not corre-

spond necessarily with the distribution of analysis results via a department wide online

portal on level one.

Level 3

Maturity level 3 is represented by only one single item, the manual, ad-hoc data quality

management. This appears to be suitable on a first glance, as the other items, related

to DQM are expected to be associated with a higher difficulty, are assigned to higher

maturity levels.
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Level 4

No potential errors could be found on this stage. What has been noticeable yet is

the great accumulation of items regarding the purpose of data analysis in terms of

classification, exploration, and prediction. Especially the last one could be expected

to represent a higher maturity with regard to the needed statistical capabilities of the

analyst. Regarding the data dimension, the accumulation of items regarding the source

and structure of the processed data is remarkable.

Level 5

Level 5 contains unexpected items as well, as the Data analysis is based on department

wide processes and controls, although the data analysis based on company-wide pro-

cesses can be found on level four already.23 Comparable to level 4, the data dimension

contains an aggregation of items regarding the underlying processes of the Data Quality

Management, equally representing different stages of maturity, e.g. the differing require-

ments between Defined roles for Data Quality Management and Automated Data Quality

Management.

Level 6

On level six, the department-wide analysis strategy seems not to fit on a first glance, as

the company-wide analysis strategy, expected to represent the highest maturity within

this topic, has been assigned to level four already.24 The item success control of the an-

alytical application is carried out irregularly but based on standardized processes is also

assigned potentially wrong as well as the item regular success control based on standard-

ized processes - assumed to be the optimal approach - can both be found on level 4.

Regarding the data dimension, the irregular, manual combination of different data

sources does not necessarily fit with the highest maturity and is in contrast to the

automated, standardized combination of data sources, which can be found on level six

as well.

Altogether, within the initial model, only a limited number of potential intra- and inter-

maturity level errors could be found.

In the next step, the model will be discussed with the members of the focus group (the
23One reason can be that with an increasing size of a company, overarching processes can be challenging
to establish.

24The reason behind can be the same as described for the standardization of the analysis processes. Due
to potential different industries etc. within one company, a strategy on a lower level can appear to me
more valuable.
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participating members can be found in table 5.1) regarding the item distribution. This

discussion will contain a more detailed interpretation of the items from a practitioner’s

point of view. Based on the discussion, the model is adjusted accordingly, resulting in

the fitted model.

5.6 Model evaluation

5.6.1 Evaluation of the initial model

Table 5.10: Contribution Step 6.1 - Evaluation of the initial model

Goal Method Result

The evaluation in how far the
item distribution of the initial
model is suitable from the focus
group point-of-view; The
analysis of the influence of the
topics novelty on the extent of
the re-assignment of the
belonging items.

Focus Group
Discussion

Several items of the initial
model had to be re-assigned to
other maturity levels; The
extent of the re-assignment
differs amongst the different
topics and does not depend on
the topic’s novelty.

Up to this point, the following actions have been carried out: The model scope has

been defined (Big Data), followed by the identification of dimensions, which are used

to structure the subject in focus (Organization and Data). Along those dimensions,

different topics and belonging measurements have been identified and transferred into

a questionnaire. This questionnaire has been used to carry out a survey, returned by

71 companies, which of the identified measurements respective items they fulfil. These

data have been used to calculate for each item the item difficulty value βj as described

in section 5.5. Based on the calculated values, the items have been clustered on six

maturity level - the initial model.

This initial model is the starting point for the model evaluation. It has been discussed

and evaluated individually in the next step with the members of the focus group. At this

point, the focus group has been enhanced by another expert for the model evaluation who

so far has not been involved in the maturity development process. This enhancement

is made in order to improve the model evaluation. The procedure is supposed to test,
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in how far people that are confronted with the initial model - without knowing and

having influenced the underlying questionnaire - evaluate the overall model as well as

the individual items. Potential differences between existing group members and new

members could speak for the already targeted self-fulfilling prophecy. Persons, who

have already participated in the construction process might recognize their own aspect

from the steps before, e.g. the selection of topics and belonging items. At the same time,

the exchange of all focus group members would lead to a loss of a sufficient continuity

on the construction process. Therefore, the author of this thesis has decided to carry

out the evaluation utilizing a mixed focus group, consisting both of a new as well as

established members.

The model discussions have been executed through one-to-one interviews via telephone

and a shared desktop application. As a first step, the initial model has been presented

by the author to the respective expert. Additionally, the underlying process model has

been described briefly to the one who has not participated in the model construction

process.25

Each item has been analyzed individually with the focus group members, discussing if

it can remain on the assigned maturity level and, if not, to which level it should be

re-assigned and why.26 The individual evaluations have been documented, consolidated,

and the items have been re-assigned accordingly. Re-assignment in this case means the

assignment of an item to another maturity level than originally assigned to, in the initial

model, based on the results from the application of the fitted Birnbaum model.

Table 5.11 provides an overview about the changes that have been made to the items in

the initial model in consultation with the focus group. The values represent the average

of change per topic. The maximum change is five levels.

Both the i) extent and the ii) amplitude of the changes by the focus group have been

analyzed by calculating the deviation and squared deviation.27 For i) extent, each item

of a topic has been multiplied by the strength of its change (1 - 5) for each topic, divided

25Details on the focus group members participating in this step can be found in table 5.1.
26An overview containing the initial model, the re-assignments (if available), and the comments for each
item made by the members of the focus group can be found in the file evaluation-initial-model.xlsx on
the enclosed usb stick.

27The maximum results from the six maturity levels, as an item can be changed at maximum five
maturity levels, e.g. from level one to six
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by the number of items of the respective topic.28 The calculated values for each topic

describe the extent of reassignments by the focus group.

For ii), the squared deviation is calculated the same way yet each extend (1-5) of change

is squared (amplitude). This leads to greater emphasis of higher reassignments. This

second analysis is carried out in order to identify potential topics, which have undergone

only a few changes, but with a very high extend. This high extend would point at a

strong error-prone item assignment, based on the results from the Birnbaum model.

The results of this analysis (extend and amplitude) reveal two main insights: first, at

least 1 item per topic has been changed after the discussion with the focus group. Sec-

ond, the extend of changes differs considerably between the topics, from a change of one

item per topic (e.g. Frequency of data analysis) up to the reassignment of every item

of a topic (e.g. Distribution of analysis results). It can be shown that the quantitative

approach does not lead to entirely inaccurate results, yet cannot be used without a fur-

ther fitting process.

Taking these insights, an analysis of the discussed reassignments is carried out subse-

quently in order to

• understand the underlying reasons for the proposed fittings carried out by the

members of the focus group, and to

• use the gathered information to evaluate in how far the bottom-up approach can

be used for the maturity model construction in a field that has both novel and

established aspects.

Model adjustments

Out of the overall topics (table 5.11), both one topic with a high (Data analysis strategy)

and a low need (Identification of Data Sources) for reassignment and the belonging

argumentation by the focus group are presented exemplary. The selection was made, as

a complete presentation of all items would include a high level of redundancy and thus

unnecessary expand the discussion.29

Big Data strategy

All strategy related items have been reassigned by at least one maturity level, following
28Items, that have not been reassigned are not taken into account, as they are eliminated due to the
multiplication with 0 (no change).

29The argumentations for each individual topic can be found in the Appendix.
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Table 5.11: Analysis of the focus group model fitting during the first evaluation step
- The first number in the brackets represents the number of items per topics, which

have been reassigned, the second the overall number of items per topic.

Topic Normal Deviation Squared Deviation

Combination of Data Sources (3|4) 1.8 5.3
Data Analysis strategy (5|5) 1.6 4.8
Distribution of analysis results (4|4) 1.5 4.5
Data analysis project sponsor (4|5) 1.0 5.0
Data analysis project status (4|6) 0.8 2.2
Success Control of Analysis (3|5) 0.8 1.6
Cost Control of Analysis (3|4) 0.8 2.3
Structure and Source of processed Data
(2|4)

0.8 1.3

Processing of Analysis Results (2|3) 0.7 1.3
User Group I - Recipient of Reports/-
Analysis Results (3|5)

0.6 1.8

User Group II - Definition of Reports/-
Analysis (3|5)

0.6 1.0

Purpose of Analysis (2|4) 0.5 1.0
Data analysis process (2|5) 0.4 0.8
Applied Analysis tools (2|5) 0.4 0.8
Identification of Data Sources (3|5) 0.3 0.7
Frequency of analysis (1|4) 0.3 0.3
Data Quality Management (1|5) 0.2 0.2

Average 0.77 2.05

the idea that the larger the reach of a strategy and the affected departments, the more

mature the company is; a company-wide data analysis strategy proves a rather holistic

and thus a more advanced approach. During the discussion, the influence of the com-

pany size on the scope of the Big Data strategy has been discussed. Especially smaller

companies with a focus on technology may be very mature regarding their processes

but lack a strategy due to their size or a lower perceived need. At the same time, the

definition of a company-wide analysis strategy might not be suitable for a multi-national

corporation due to its country-specific attributes and directions.30

30Another indication for the novelty of the topic data analysis strategy is the drop-out rate, as 91% of
the respondents, which did not complete the questionnaire, cancelled the answering at the strategy
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Identification of data sources

The next topic is the underlying process regarding the search for new data sources, tar-

geting Big Data specific capabilities. Again, the item focusing on existing data within the

data warehouse - expected to represent the lowest maturity - has not been reassigned on

maturity level one. The focus group agreed that the existence of a dedicated data ware-

house speaks for the availability of a basic structure for data analysis. Consequently,

this item has been reassigned to level two. The discussion points out the difficulties

connected with the development of a maturity model covering the range of completely

immature to highly mature companies for a broad topic like Big Data.

The group also agreed on the high maturity of the two items regarding the develop-

ment of a data landscape (Development of a data landscape and Development of a data

landscape and pre-evaluation of data sources). Following the experience of the focus

group members, those capabilities exist only in a very few companies. Its rare existence

is influenced, amongst others, by the effort needed due to the high number and het-

erogeneity of data sources, especially for larger corporations. At the same time, larger

corporations are the ones that might benefit more from a data landscape due to the

diversity of existing data sources. Additionally, the lack of an appropriate software tool

to display the structure of and the connections between the different data sources also

hinders the more frequent development of data landscapes.

During the discussion of the proposed re-assignments with the focus group, the aspect of

the overall market maturity has been pointed out. Currently, only a very few companies

are associated with higher maturity levels, especially with level six. These rare practical

examples for those capabilities in turn hardens the assignment of items to the suitable

maturity level for the members of the focus group as only limited experience exists

with companies and their related characteristics on that level.31 This aspect points

out the relevance of incorporating experienced members in the focus group to gain a

broad knowledge base with numerous different companies and related capabilities. This

question. This might be influenced as well by the positioning of the questions as the first question of
the questionnaire.

31One aspect that has been mentioned by different members of the focus group is the potential influence
of company characteristics on the assignment of the items. The aspect of strategy can be used as an
example. In most cases, a strategy on divisional level or company-wide represents a highly perceived
relevance of the topic data analysis on the management level and therefore a high maturity. This
statement does not necessarily account for smaller companies, where the data analysis strategy is
defined on a management level due to the rather small size of the company instead of the perceived
relevance.
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is given in the research at hand as the average industry experience for the members is

more than eleven years.

The quantitative results from table 5.11 in combination with the argumentation from

the focus group allow a first evaluation, in how far a quantitative, bottom-up approach

can be applied for maturity model construction in a domain, containing both novel as

well as established aspects.32

i) At least one item per topic had to be reassigned, in average 0.77/2.05 levels (normal

deviation/squared deviation).

ii) The difference between the normal and the squared deviation shows, that a few

topics have been reassigned more extensively than others - therefore, no general

statements about the need for reassignment with regard to the model evaluation

step can be made.

iii) On a more detailed level, the quantitative analysis of the reassignment (table 5.11)

shows, items with a novel character - those which are mostly characterizing for Big

Data - have not been reassigned more extensively compared with items that can

be characterized as more established.

iv) Both in the initial as well as the fitted model, the number of items per maturity

level is not equal along the six levels. Not every topic is represented on each

maturity level with one item.33

Altogether, as the novel topics did not show an increased need for reassignment compared

with established topics, it can be stated, that in general the quantitative bottom-up

approach could be applied successfully. The discussions with the focus group along

the individual items in an application-context, enhanced with anecdotic explanations

allowed a deeper understanding of the items’ relevance and its appearance in the practical

context. In particular for a novel topic like Big Data, the comprehensive evaluation of

the initial model has proofed itself as relevant and necessary.

32A concluding evaluation is not possible as the statements can only be made based on the fitting results
gathered during this construction process. The results of further construction processes of models for
objects with a mixed maturity, are needed to improve the explanatory power.

33This aspect is of relevance for the calculation of a companies’ maturity level in construction step 6.2.,
where it will be discussed in more detail.
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The evaluation processes described in this section - the evaluation of the initial model

in consultation with the focus group - resulted in the fitted model (figure 5.5). The

evaluation of the fitted model based on the deployment will be discussed in the next

section. Up to this point, the fitted model does not represent a complete maturity model

as it lacks the textual description of the different maturity levels.

5.6.2 Evaluation based on the deployment of the fitted Model

Table 5.12: Contribution Step 6.2 - Evaluation based on the deployment of the fitted
model

Goal Method Result

The evaluation in how far the
fitted model represents the
understanding of maturity in a
practical context.

Discussion
with the
Focus Group,
Qualitative
Analysis

The maturity evaluation of
eleven companies based on the
developed model shows a high
agreement with the maturity
evaluation, carried out by the
members of the focus group, of
the same companies; the model
represents the practical
understanding of maturity
correctly.

After the initial model has been fitted based on the input from the focus group, repre-

senting the first phase of the model evaluation (step 6.1), the fitted item distribution

can be found in figure 5.5, describing the fitted model.

Based on this fitted model, the second step of the evaluation (Construction Step 6.2)

will be carried out in this section. The result will be the final model, described in

construction step 7 (section 5.7).

The fitted model is evaluated by applying it to different companies and comparing the

resulting maturity with the industry experts’ maturity evaluation of the same company.

The basic requirement is a personal, comprehensive knowledge by the respective expert

with the company to be evaluated. In doing to, the focus group members contribution

is twofold:
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Figure 5.5: The fitted model resulting from the second evaluation step
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i) Each member answers the already known questionnaire from the population phase

(Step 5) for a number of companies he is familiar with. This dataset is the input

for the maturity assessment of the companies based on the fitted model.34 35The

only demand for the company selection by the focus group members has been

a deeper knowledge of its specific Big Data relevant capabilities. Therefore, the

last project with the respective company was not allowed to be longer ago than

one year. By doing so, it was ensured that the member of the focus group has

gained substantive, recent knowledge about current practices regarding processes,

capabilities etc. in those companies. For each of those companies to be evaluated,

the items in the questionnaire that describe the status quo have been ticked either

digitally or in a printed version by the respective focus group member, who has

proposed the company. Based on the number of items ticked per maturity level,

the overall company’s maturity is assessed.

ii) Additionally, the member is asked to evaluate the same companies’ maturity on

a scale from one to six regarding the existing capabilities in the field of Big Data

and explain the driving aspects for his assessment. At this point, the members

do not know how the fitted model looks like to make sure, that the evaluation

is carried out based solely on the expert’s practical experience. This experience

contains the insights into different companies during consulting projects. Based

on these learnings, the experts do have a personal understanding of different levels

of maturity, based on the capabilities and can compare different companies.

One challenge that occurs on the way from an answered questionnaire to a calculated

maturity level results from the unequal number of items per maturity level - resulting

from the analysis of the quantitative bottom-up approach - comparable to the work by

Marx et al. [2010]. Therefore, different potential approaches in order to deal with this

34Different ways of calculating a maturity based on the data from the answered questionnaire will be
explained later in this section.

35Due to the anonymous data gathering for the model population, it cannot be ruled out that companies,
which are selected by the members of the focus group for this second evaluation phase, are already
part of the dataset gathered during the population phase (Construction step 5). Nonetheless, this has
no further influence on the overall construction process as the company data in the second evaluation
step do not influence directly the model construction; they are solely used for the individual maturity
assessment. Instead, the argumentation of the focus group member for his evaluation is influencing
the evaluation.
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Figure 5.6: The number of items per maturity level of the fitted model

inequality are presented before continuing with the description of the actual assessment

(construction step 6.2).

Utility Analysis

One approach to define the companies’ capability based on the filled questionnaire is

a utility analysis. The product of the number of items checked per maturity level

i, multiplied with the respective maturity level m, is divided by the number of overall

topics (except the question regarding company characteristics) within the questionnaire,

used for the maturity model development, in this case 17. The resulting value is the

calculated maturity level for the respective company.

This procedure does not take the differing number of available items for each maturity

level into account. A company is more likely to end up on maturity level four and five as

these levels hold the majority of the items and also hold partly more than one item per

topic - the main challenge as described before.36 Due to the unequal distribution of items

in the model, the utility analysis based approach seems not suitable. As not each of the

17 topics is represented with at least one item on level six, this level cannot be achieved

when calculating the companies’ maturity based on a utility analysis. That obstacle

leads to a situation in which a company that is fulfilling all items belonging to level six
36Asking the focus group members to assign only one item of a topic to each maturity level is not
suitable, as not every topic might be relevant for each maturity level. Vice versa, two or more items
of the same topic can be relevant for the same maturity level.
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(in this research covering four different topics), would nonetheless end up on level five

as only a part of the overall topics are represented on level six, the remaining ones can

be found on lower maturity levels. Consequently, a second approach is presented, which

takes the different number of items per maturity level into account.

Normalized utility analysis

One possibility to deal with the challenge of the unequal number of topics per maturity

level is to enhance the calculation with a normalization towards the optimal result, in

this case maturity level six.

In doing so, a scaling factor is calculated, again based on the number of questions in the

questionnaire, nq = 17, that represents the number of topics. In case one item of each

topic would be represented on each of the six maturity levels, level six would hold 17

items, representing the 17 topics.37 As level six does not hold an item of every topic,

the optimal result for a company could be that every item on level six (4 items) and

five (13 items) are marked by a respondent, as this represents the best possible result.38

39 Therefore, the resulting scaling factor is calculated based on those answers, which

results in the highest maturity:

i) Starting with the highest maturity level, for each level the number of different

contained topics, representing the maximum number of items that can be ticked

on this level, is multiplied with the respective maturity level.

ii) The result is divided by the overall number of available items on this level.40

iii) The results for each maturity level are added up.

iv) The resulting sum represents the scaling factor.

In the fitted maturity model, at least one item for the 17 covered topics can be found

on level six and five. Therefore, the calculation for the remaining maturity levels would

results in zero, as for the remaining maturity levels four to one, no further items can be

37In this scenario, the application of the utility based analysis would lead to a calculated maturity of
six in case every item on level six is correct for a company.

38The number 13 represents the 13 remaining topics, that are represented with at least one item on level
five.

39A differentiation between the two dimensions is not pursued due to the relatively low number of data
dimensions related item. Consequently, a dimension-specific maturity calculation is not carried out.

40Especially for maturity level four and five, the number of topics per level and the number of items per
level differ, as several topics are represented on the level with more than one item.
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ticked, because the 17 topics are already covered by level six and five.

For the scaled maturity calculation, each maturity level (1-6) is multiplied with the

number of items checked on the respective level, divided by the number of available

items on this level. This procedure is carried out for each level and the results are added

up. The resulting number is divided by the scaling factor and multiplied with the overall

number of available maturity levels.

Both described methods - utility based analysis and normalized utility analysis - are

potential approaches to calculate a distinct value for a companies’ maturity. However,

both of them have not been discussed so far in the scientific community and need -

before being applied - a further discussion of their suitability based on their application

for different maturity levels. Nonetheless, the approaches have been presented at this

point in order to carve out the challenges and potential solution approaches for the

maturity level calculation in the context of this research.

Besides the unequal distribution of items along the different maturity levels, a second

aspect is challenging the calculation of maturity levels during the model evaluation

(construction step 6.2): the different scales of measurement that are used during the

maturity model population and evaluation (section 5.5 and 5.6). As this aspect is of

relevance for the following elaborations on the application of the maturity model, it will

be discussed at this point in research instead of in the limitation section in Chapter 6.

In the initial calculation of the item difficulty parameter for each item individually, a ra-

tio scale was used, containing an absolute zero and ranging from 0 to 1. When clustering

the results on the different maturity levels, the measurement scale was changed to an

ordinal scale, ranging the items from one to six, but without the possibility to explain

the differences between two maturity levels mathematically. A difference between the

levels based on the individual differences of the item difficulty of each item could only

be carried out for the initial model.

As the focus group changed the order of the items, the sum of the item difficulty

cannot be taken as a measure to determine the difference between two maturity levels.

Consequently, the "breadth" of maturity levels differ within the model, which in turn

complicates the interpretation of the results from the calculation approaches described

before.
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With regard to the described challenges, resulting from

i) the unequal distribution of items on the different maturity levels and

ii) the different scales used during the maturity model construction,

none of the described approaches for the calculation of a companies’ maturity (utility

analysis and the incorporation of a normalization factor) have been pursued further.

The hence resulting values would have been most likely imprecise and would have not

supported a sound model evaluation.

Instead, the number of the fulfilled items per maturity level, based on the answered

questionnaire, has been compared with the personal assessment from the focus group

member.

The process has been carried out as described in the beginning of the model construction

step 6.2. In a first step, the questionnaire (section 5.5.2) has been completed by the in-

dustry expert for companies for which he is familiar with Big Data relevant capabilities,

based on past experiences from consulting projects.41 Those data from the answered

questionnaire have been used to calculate the degree of fulfilment per maturity level:

the number of ticked items per maturity level divided by the number of topics per ma-

turity level. The resulting number shows, in how far a company fulfils the capabilities,

associated with the individual maturity levels.

In a next step, the expert has been asked to assess the maturity for Big Data of the

respective company on a scale from 1 - 6 and additionally to describe the reasons be-

hind his estimation. The experts’ maturity assessment has then been compared with

the degrees of fulfilment per maturity level that have been generated from the model

application. The goal was to identify which arguments have influenced the experts’ eval-

uation and which of those have not been considered in the constructed maturity model

or are perceived as being assigned to the wrong maturity levels.

The advantage of this approach is twofold. First, it allows avoiding the weaknesses of the

solely quantitative calculation of a maturity level based on the answered questionnaire

as described before (unequal distribution of items/different scales).

Second, by discussing the focus group members’ assessment, the guiding aspects from a
41In the forefront, the industry experts, who have not participated in the model development so far,
received a short introduction into the concept of maturity and the questionnaire without pointing out
the different levels of maturity, which are associated with the different items.
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practitioners’ point of view can be identified and included in the fitted model. This al-

lows an optimal representation of the practical understanding of maturity in the model,

fostering at the same time the relevance of the final model.

The evaluation of the fitted model has been carried out based on eleven companies,

proposed by the members of the focus group. In the following description, with regard

to the scope of this work, a selection out of those companies is described in detail. Those

companies, whose evaluation resulted in the identification of further aspects, that have

not been covered by the model yet have been selected (companies 5 & 8).42

The companies evaluation is distinguished in two parts: i) Those whose evaluation has

been carried out by an expert that has already been part of the focus group before

(companies 1-5) and ii) those, that have been evaluated by a new member in order

to carve out potential differences (companies 6-11). For each part a detailed company

evaluation is presented. Within this description, for each company, the characteristics

(industry, number of employees), the estimation of the industry expert (MLexpert) and

a radar chart, describing the degree of fulfilment per maturity level based on the fitted

model are described. Each of the axis of the radar charts stands for one maturity level

and shows the degree of fulfilment.43 An overview about the comparison of the eleven

companies is given in table B.1. The analysis of the aspects, which have driven the

experts’ evaluation, distinguished into those aspects, which are already covered by the

model and those, which have been newly identified is given in figure 5.7.

42The in-depth discussion of the remaining companies can be found in the appendix.
43With regard to readability, the maximum scale level is not always 100%. It is fitted depending on the
maximum degree of fulfilment.
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Table 5.13: Overview evaluation results step 6.2

No. Industry Employees Expert
evaluation Degree of fulfilment

1 Service In-
dustry 500 - 1000 4-5

2 Retail 1000-5000 2-3

3 Service In-
dustry 1-100 3

4 Banking/
Insurance 1-100 1-2
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No. Industry Employees
Expert

evaluation
Degree of fulfilment

5
Telecom-

munication
1000-5000 4

6
Banking/

Insurance
100-500 3-4

7
Telecom-

munication
>50,000 4

8
Banking/

Insurance
1000-5000 3-4
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No. Industry Employees
Expert

evaluation
Degree of fulfilment

9 Retail 1000-5000 3

10
Banking /

Insurance
5000-10000 2-3

11
Banking /

Insurance
1000-5000 4

Company five represents a company that has already reached a higher maturity, but is

not yet able to move up to the top level, which can be found similarly in numerous other

companies, following the experts’ opinion. The maturity of the basic analytical task in

terms of reporting and classical data mining (e.g. next best offer, churn prevention)

is on a high level. The related processes are already partly automated and the results
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are processed, followed by a distribution on a department wide platform and further

handled by different sub-departments as well. There exists an independent analytics

department, defining the existing analysis and working with the analysis software ap-

plications. Nonetheless, the recent processing focus is on data already stored in the

data warehouse, primarily gathered based on the customer relationship management

software. Following the expert’s evaluation, the company is already aware of further

potentials in the field of data analysis; therefore several analysis relevant projects are

currently conducted, amongst others the combination of company internal and external

data and the identification of further potential fields of analysis. However, a recent

problem that slows down the positive development is the lack of coordination in the

different projects, despite existing overlaps.

An indicator for the highly perceived relevance of the data analysis is the existence of

a management-oriented, department wide defined data analysis strategy, whose imple-

mentation yet is a problem area. Existing approaches have an explorative character,

testing new applications and thereby leading recently to numerous isolated applications.

A generalization and integration is planned but an agreement on one tool could not

been achieved so far due to the perceived insecurity of the decision makers regarding

the actual use of further applications. This problem is not tackled further internally, a

success control is only based on irregular user meetings. The expert compared the recent

situation of the company, which can be found similarly in numerous other companies,

with the chicken-and-egg problem. Without an initial implementation of the software

and definition of respective processes, the evaluation of the future benefits is difficult,

although the potential use is supposed to act as decision-making criteria.

Despite the numerous integrated data sources, the DQM is still carried out manually.

Currently, the driver of the analysis movement is the BI department, perceiving in turn

the IT department rather as a deliverer of the data and the related infrastructure, al-

though the IT department is currently one primary Big Data project sponsor. At the

same time, they are the only department with a sufficient knowledge for setting-up the

necessary future infrastructure. However, the IT department lacks in knowledge how to

evaluate the analysis-relevant business processes. Altogether, the company in focus has

already professionalized the field of data analysis but will take several years to further

develop, primarily slowed down due to organizational challenges. The challenging role of

organisational aspects proofs the relevance of the organisation dimension in the context
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of Big Data, although it is not yet present in recent research as shown in Chapter 2.

The highest degree of fulfilment for company five can be found in level four, which is

coherent with the experts evaluation.

Company eight already has extensive experience in the field of data analysis. In the past,

the analytics department has developed a comprehensive reporting structure, offering

insights into product and customer key figures (e.g. value contribution per product/cus-

tomer), processing both company internal (structured/unstructured) as well as company

external (structured) data. More comprehensive projects have already started, focusing

on infrastructural aspects such as the implementation of new analysis software applica-

tions. These projects aim at creating a homogeneous application landscape throughout

the company: a "Big Picture" is drawn, supported by the definition of a department

wide data analysis strategy and the department-wide distribution of analysis results.

Furthermore, a project-based cost-benefit calculation is carried out.

Yet, the recent challenges are located in the fields of i) knowledge and ii) data handling.

Aspect i) results from the recent ambitions of the marketing department to develop in-

dividual models, e.g. for the prediction of the acquisition of new customers, based on

matters such as marketing expenditures. As no further employee training has been car-

ried out so far, the employees in the marketing department are overstrained, both with

the handling of the software as well as with the methodological aspects. The resulting

high number of support requests for the Business Intelligence department slows down

their performance due to the small number of employees with the relevant knowledge.

As a result, the marketing department is not able to demonstrate the value contribution

of their projects. A second knowledge aspect targets the management that is interested

in data analysis but is not yet aware of the full potential. The interest results partly

from a perceived external pressure, as competitors increasingly focus on this topic.

The infrastructure related aspect ii) targets the separated data management of data from

the operating systems and the web server data (click stream data from the company’s

homepage) in two different data warehouses. Those data are not integrated in recent

analysis tasks (e.g. the customers reaction to a newsletter). Comparable to most of the

other companies that have been evaluated, the data quality management is carried out

manually. Potential errors are identified based on questionable reporting results which

then are corrected manually.

During the interview with the industry expert, a potential enhancement of the item
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set for the maintaining process has been mentioned, pursuing the coordination of dif-

ferent analysis-relevant projects. Especially when several projects are carried out in a

parallel fashion, coordination would foster the overall project’s success in avoiding the

same repeated efforts. Consequently, the topic of project management with a focus on

coordination would allow assumptions on the maturity and thus could be integrated in

the next model.

Nonetheless, the model-based assessment is close to the experts’ one, with the high-

est degree of fulfilment for the maturity levels 3 and 4, comparable with the experts

assessment of 3-4.

Main findings from the model evaluation

In this step, the maturity of eleven companies has been evaluated using the constructed

Big Data maturity model; two have been described in detail. The results have been

compared with the maturity assessment of the same company conducted by an industry

expert. As shown in table B.1, the experts’ evaluation and the related model-based

assessment show a high agreement.44 It appears that the fitted model, resulting from

step 6.1. is already representing the practical understanding of Big Data maturity

correctly. This in turn supports the applied methods, both the use of a focus group

in general in the course of the model construction, as well as the selection of focus

group members with a broad knowledge basis, allowing the targeted development of an

application-independent, cross-industrial model.

Altogether, the application of the model results in similar maturity evaluations as those

made by the industry experts, no major deviations between the two maturity estima-

tions have been found. Figure 5.7 shows which aspects with relevance for the maturity

assessment from the experts point of view have been covered by the model and which

are missing.45 Without any influence on the selection of the companies for construction

step 6.2, the maturity-influencing aspects named by the focus group members during

the company-individual discussion are covering a broad range, both organizational, as

well as data, technological and methodological topics.

Existing differences between the model’s maturity evaluation and the experts’ evaluation

can be explained partly by the experts’ integration of the aspect "future potential" in the
44By comparing the experts’ assessment and the model-based assessment (using the degree of fulfilment),
it can be shown that the differences between the model based assessment and the experts’ assessment
are not higher for those experts, which have been added to the group for construction step 6.2.

45The aspects are distinguished by the belonging dimensions Data (D) and Organization (O).
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field of Big Data, which is not covered by the current model, yet influencing the expert’s

overall evaluation. In contrast, the model evaluated the as-is situation. For multiple

companies, the experts stated that companies that already have reached a higher level

of maturity could be more professional based on the existing resources, e.g. infrastruc-

ture and workforce, and therefore the experts tended to evaluate those companies lower

than the model did.

One further aspect, which has an influence on potential differences between the model

outcome and the experts evaluation targets the emphasize of individual aspects by the

expert. Taking the organizational location of analytics described for company nine as

an example, this aspect has dominated the experts evaluation, resulting in an average

evaluation based on a spill-over effect (Appendix B). This effect cannot be eliminated

completely as it is an inevitable part of the integration of the experts person opinions

[Calder, 1977].

In the course of the model evaluation in construction step 6.2, two topics could be iden-

tified, that were not covered by the existing model so far: the topic of i) knowledge

management and ii) project coordination. Targeting i), one goal for a future maturity

model could be to carve out if and to which extend a structured knowledge management

approach for Big Data relevant capabilities exists, allowing the re-use of already gener-

ated knowledge from executed projects.

Topic ii) helps to identify the extend and scope of a project management for analytic

relevant projects, which again supports the aspect of re-use, for example the company-

wide publishing of already consolidated databases, relevant for different projects. In

addition, the extend of the project management allows to draw conclusions in how far

a company is interested in the Big Picture of analytics, combining the insights from

different projects.

Evaluation interpretation

After the description of the results from construction step 6.2, the gained insights are

discussed with regard to the explanatory power. The high agreement between the model

and the experts’ based maturity evaluation gains in relevance considering that the con-

sultant and the model do have different horizons regarding the maturity evaluation. The

model covers two out of four dimensions (Data and Organization), that characterize Big

Data. As the measurements are targeting only data and organizational aspects, the
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Figure 5.7: Maturity evaluation-relevant aspects from the focus group members point
of view and their coverage by the developed maturity model

maturity evaluation is referring to these two dimensions.

In contrast, the industry expert has a holistic view on the company, including all four

dimensions in his evaluation, which became obvious during the interviews. Although

a high number of organizational aspects have been influenced the experts evaluation,

infrastructural aspects were mentioned as well, e.g. the data warehouse structure or

the applied analysis software.46 Keeping this different basis of evaluation in mind, the

relatively low differences between the model and the expert’s evaluation could imply

that the maturity of organizational and data topics can be used as an indicator for the

overall company’s maturity. Taking company six as an example, the respective expert

described a highly developed infrastructure but due to a lack of process standardization

etc., the available potential of the infrastructure is not sufficiently exploited, leading

46The experts have not been asked to limit their evaluation to the two dimensions of the model as a
distinct differentiation is hard to achieve for the experts.
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in turn to a lower maturity evaluation of the consultant. This aspect holds potential

for future research targeting the relation and interaction of the maturity of individual

dimensions, which will be described in detail in Chapter 6.

A challenge of the conducted evaluation approach, described in this section, results from

the integration of consultants as members of the focus group into the evaluation process.

The mandating of a business consultancy to develop the field of Big Data allows conclu-

sions regarding the company’s size and/or professionalism. The companies selected by

the members of the focus group had at least already basic capabilities in the field of data

analysis and tend to be on a higher maturity level than level one. Therefore, the evalu-

ation of the model for its correct representation of maturity level one is covered primary

by the first evaluation step, as no companies on level one have been assessed during

the second evaluation step. At the same time, however, the input from consultants is

valuable and needed, as they have insights into numerous companies, which allows them

a sound comparison and benchmarking of the capabilities. Therefore, the aspects of

potential biases mentioned are a general challenge when integrating consultants into a

maturity model evaluation process and not distinct for this research. The sane accounts

for level six as no companies on that level have been assessed.

Based on the results of the model evaluation in construction step 6.2, no further fit-

tings of the model are needed. The results of the focus group members’ evaluation of

eleven companies have been congruent with the assessment based on the deployment of

the model, the majority of the maturity-relevant aspects from the focus group members

point of view have been represented in the model as well. This correct representation of

the practical understanding of maturity in the developed model resulted in the model

approval by the focus group. The identified topics for potential enhancements are dis-

cussed in Chapter 6 in the outlook.

Altogether, after the approval of the model by the focus group members, the fitted model

has been transferred into its final state, the final model as explained in the next section.

Referring to the developed construction approach, in the event that the industry experts

would have rejected the model, the loop back would be able to lead to three different

process steps in the construction model, depending on the experts’ feedback.47

47Potential starting points are Identification of dimension in the case that industry experts which have
not participated yet in the model construction process miss a relevant dimension, the same accounts
for starting point select design level. The third starting point is the model population, relevant in case
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As the next construction step, the approved fitted model has been documented. This

transfer of the item list into a textual description with a few sentences per maturity level

results in the final Big Data maturity model.

5.7 Step 7 - Documentation of the final model

Table 5.14: Contribution Step 7 - Documentation of the final model

Goal Method Result

Characterization of the
individual maturity levels based
on the items assigned to the
respective maturity level.

Induction For each maturity level,
precisely describing sentences
are defined, holding the main
aspects that are associated with
the respective maturity.

After the fitted model has been evaluated successfully, the items per level are used as a

basis for the documentation of the final model. In a first step, the dimension-individual

maturity levels are described.48 Second, the two dimensions are aggregated and the

overall maturity levels are characterized as shown in figure 5.8.

Data Dimension Maturity

Level 1: Companies associated with maturity level one do not combine different data

sources, therefore the existing analysis cannot be carried out on a consolidated database.

Level 2: Companies on level 2 limit their data scope on company internal data. The

existing data sources are combined irregularly and manually. Potential further data for

analysis purposes are not considered.

Level 3: From level 3 on, Data quality management becomes a relevant topic for orga-

nizations, yet they still follow a manual, thus less advanced approach. Similar, the data

in focus from different sources on this level are combined on a regular basis, yet still in

a manual manner. The related databases are updated frequently on a weekly basis.

Level 4: Companies on level 4 are aware of the diversity and dynamic of data avail-

able. Sources and types of data increasingly become a topic of interest; additionally

the model testing reveals that multiple maturity-relevant topics of the existing dimensions are missing
in the model.

48Due to the relatively low number of items for the data dimension, the description are shorter compared
with the ones from the organization dimension.
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unstructured data are processed as well. The company is regularly searching for further

potential data sources in- and outside the company. With the increasing number of used

data sources, the combination of different sources is carried out automatically.

Level 5: The awareness of the relevance of data multiplicity within companies on level

5 leads to standardization approaches. The identification of further data is based on a

process model, resulting in the development of a data landscape, which covers both a

company internal- and external perspective. With the increasing number and diversity

of the data analyzed, the aspect of data quality management becomes a major topic,

resulting in the occupation of Data Quality Management teams.

Level 6: Within companies on level 6, the potential of data analysis - processing com-

pany internal and external data with different degrees of structure - is fully recognized.

In order to identify the numerous potential data sources, a pre-evaluation of data regard-

ing the potential benefits of analysis is carried out. DQM is carried out automatically

owing for the heterogeneity of the processes data.

Organization Dimension Maturity

Level 1: Data analysis as a dedicated process is only a side issue for companies associ-

ated with level one. No standardization in the field of data analysis is carried out, the

existing processes are informal. As no overall data analysis strategy exists, the existing

actions and Big Data relevant projects are not set into an overall context. The static

format of the distributed analysis results (.pdf files or printed documents) hinders an

integration of analysis results in existing business processes.

Level 2: Maturity level 2 is characterized by initial movements towards a professional-

ism of data analysis tasks. At least one analysis relevant projects are planned for the

upcoming 12 months. Furthermore, an irregular success control of the data analysis

tasks is set up. Despite the increasing interest and professionalism, the aspect of data

analysis is still focused on one single person in terms of an individual data analyst. The

results are used manually without integration in existing processes. This goes along with

the use of spreadsheets as a tool to carry out analytical tasks.

Level 3: In organizations associated with maturity level 3, the aspect of analytics has

caught the attention of the middle management and increases in relevance throughout

the organization, as at least Key Users, responsible for the definition of analysis tasks

for each department, can be found. The analysis is yet limited to the monitoring of

key figures. Despite the increasing relevance, the aspect of standardization on a process
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level still plays a subordinate role within the organization. The data analysis is carried

out based on established processes or routines.

Level 4: Level 4 is characterized by the aspect of increasing professionalism and, espe-

cially in contrast to level 3, by the aspect of standardization. Fostered by a high level

management sponsoring, both the analysis as well as the subsequent success control are

standardized. Existing applications of data analysis are becoming more diverse, includ-

ing classification and exploration. Moreover they are following a strategy on divisional

or cross-divisional level. The analytics department is responsible for the design of the

analysis tasks and reports. In addition to analysis processes and control, the result

distribution is also standardized based on a department-wide platform, targeting the

aspect of knowledge management.

Level 5: Level 5 is characterized by a penetration of data analysis applications through-

out the whole organization. The objectives are defined and communicated based on a

department or company-wide analysis strategy. This includes a change of the applica-

tion landscape towards flexible, pro-active analysis solutions. The integration of analysis

results into existing processes is automated, allowing for the continuous processing of

analysis tasks. The topic of success and cost control becomes relevant with the increas-

ing use of analysis applications throughout the company.

Level 6: Companies associated with level six use applications that allow to make the

analysis results available on mobile devices.49

After the individual dimensions have been described, the overall final model has been

carved out. Basis for this description has been the fitted model, consisting of a number

of items per maturity level and dimension as presented in figure 5.5. The key charac-

teristics of each level, both of the data and organization dimension have been used to

formulate an aggregated, self-explaining characterization for each level. The resulting

model can be found in figure 5.8, representing the goal of this thesis.

49As described before, the low number of measurements on this level is a result from the bottom-up
approach as i) the method leads to an accumulation of items on the middle levels and ii) the challenge
of identifying maturity measurements of higher levels for a rather novel topic [Raber et al., 2012].
Potential enrichments will be discussed in Chapter 6.
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Figure 5.8: Description of the final Big Data Maturity Model
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5.8 Step 8 - Model maintaining

The model maintaining process follows the iterative character of the design science

research paradigm. The goal of a maintaining phase is to keep the final model and

therefore the item list (fitted model) up to date. The actual execution of the maintaining

process would lead to the beginning of the model construction process, re-starting with

the definition of the scope and the problem. As this process has already been carried

out in the course of the model construction (Chapter 5) and with regard to the limited

time of the research project, the execution of the maintenance phase was not executed.50

Nonetheless, with regard to the relevance of a regular updating of the model due to the

dynamic environment in the context of Big Data, its potential execution is explained.

Taking the practical relevance of the model in combination with its origin in research

into account and incorporating the defined stakeholders (construction step 1), both the

• maintaining of the model as an artefact in a scientific context as well as

• the maintaining of the model as an evaluation instrument for (company-internal)

consultants and other practitioners in a practical environment51

are explained along the aspects of Scope and Topics and Items. Those two areas represent

the main parts, which are affected during a model maintaining, as they are influenced

the most by the dynamics of the underlying subject in focus.

Scope

With regard to the novelty of the Big Data concept and the low number of published use

cases and best practices, the model developed in this thesis is a general model, detached

from industry or application specific aspects. With the expected increasing number of

publications on maturity in the field of Big Data, the scope in a future maintaining

process within the research context can be steered towards remaining research gaps, e.g.

specific industries, departments, company sizes, etc.

Potential changes in the scope can hold the need for a re-consideration of the describing

Dimensions. Those aspects will be further elaborated in the outlook in Chapter 6.
50Therefore, no box with goal, method, and result exists.
51The focus on the consultant in a practical environment results from the high popularity of maturity
models as tools in the consultancy business as an initial part of projects to evaluate the status quo.
Nonetheless, the application of maturity models is of course not limited to consultants and can be
used company-internally as well.
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In a practical context, the scope is influenced by the target group with regard to the

role of a maturity model in an industry context, e.g. as a potential consultancies mar-

keting tool. In this context, a broader focus can be more suitable for consultancies and

allowing regular re-usability, alternatively focusing on a specific field of application, e.g.

marketing.

Topics and Items

One element of maturity is its relative character. With regard to the dynamics in the

field of Big Data, measurements that belong to a higher maturity level in the final model

will decrease in maturity with time due to technological and organizational developments

and might become standard requirements. Examples could be the increasing share of

companies defining and communicating a Big Data strategy, the increasing analysis of

unstructured data and the processing of company-external data. Therefore, the item set

has to be fitted during each maintaining process.

In a research context, based on the experience from the construction process described in

the thesis at hand, the member of the focus group are suggested to be exchanged - but

only partly - with each maintaining process. The goal is to gather neutral input from

experts that have not yet been in contact with the maturity model. At the same time,

members that have already participated in previous construction processes contribute

by describing experienced changes in the practical environment since the last model

construction. Additionally, with an increasing number of publications, the identification

of topics and measurements can be increasing carried out with the help of relevant lit-

erature.

In contrast, in a practical context, the focus is more on the update on the topics and

measurements, instead on the underlying methodology for the construction of the model

itself. This step benefits from an industry expert’s practical experience and knowledge.

The set of measurements can be fitted based on insights from current projects amongst

different companies, independent of existing maturity models or comprehensive under-

lying literature research.

From the authors’ point of view, the update frequency for the maintaining both in a

research and practical context, is steered primary by the subject in focus and limited by

the setting of the model. Novel topics in a dynamic environment, e.g. Big Data, hold

the need for a higher update frequency, compared with established topics in order to
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keep the model up to date and relevant. Nonetheless, information about temporal gaps

cannot be found in closely related publications dealing with maturity models in the field

of Business Intelligence or management control systems as well.

The practical oriented business intelligence Maturity Audit [Dittmar et al., 2013] is

published in a two-year rhythm by the consulting company Sopra Steria/Steria Mum-

mert. This period appears from the author’s point of view as being too long due to the

dynamics in the field of Big Data, considering the increasing number of publications,

applications, and speed of development. Yet, with the higher frequency requirements as

stated above, a yearly update of the model is recommended as an approximate guidance.

5.9 Main chapter results

In the past chapter, the developed construction model, described in Chapter 4 has been

deployed. The dimensions Data and Organization have been identified as a basis for

the model application. A bottom-up approach has then been applied for the model

population. As a first step, a questionnaire has been developed, containing topics and

related measurements with a focus on analysis process standardization, analysis strate-

gies etc. that targets different capabilities. It has been discussed with industry experts,

and pre-tested. The majority of the identified 17 topics belong to the organization

dimension.

The resulting questionnaire has been answered by 71 companies from different industries

and sizes.

In the next step, an algorithm from the IRT, a fitted Birnbaum approach, has been

applied on the gathered data in order to calculate the item difficulty. The difficulty was

used as a vehicle to determine the maturity of each item. The higher the difficulty value

was, the more mature the associated capability was rated. Based on the difficulty, the

items have been subsequently assigned to six maturity levels using a ward clustering.

The resulting initial model has been evaluated in a two-step approach. In a first step,

it has been discussed with industry experts and the items have been reassigned ac-

cordingly. The resulting fitted model has been deployed at several companies out of

the industry experts environment and the resulting model-based maturity assessment

has been compared with the maturity evaluation of the same company by the respec-

tive industry expert. Based on interviews with the focus group members, reasons for



Chapter 5. Application of the construction model 172

potential differences between the model based maturity evaluation and the industry

expert evaluation have been identified (figure 5.7). Finally, the resulting model has been

documented and the maintaining process has been described.

In order to give a structured overview about the insights of the chapter with rele-

vance for the goals of this research, the main findings of the model population and

evaluation will be described more thoroughly. The elaborations on model population

focus on the findings from construction step 5, with an emphasize on the identified

topics and the applied methodology. Model evaluation (section 5.6.1 and 5.6.2) fo-

cusses both on the findings from the actual evaluation process, targeting reasons for

the needed model fittings as well as an assessment of the developed evaluation approach.

Model population

Although Big Data has become a popular topic in the overall discussion, both in science

and practice, the initial identification of items that are beyond BI and specific for Big

Data - based on the literature - has proven challenging, as only a few capability-relevant

publications exist. The discussion of the resulting questionnaire with the focus group

accordingly led to several further topics and measurements, such as the process for the

identification of further data sources. The identified topics can be distinguished into

i) completely new topics and items (e.g. the process for the identification of new data

sources), which have been identified, and ii) novel, more advanced items for topics, that

have already been used in existing maturity models (e.g. the result processing).

The contribution to research of the population step results from the identification of

several topics, described in the section of the questionnaire development, which are

characteristic for Big Data and have not been considered by existing models from

closely related fields as well as the identification of new measurements for topics already

existing in maturity models from nearby fields.

Model evaluation

The model evaluation showed that a quantitative approach can be applied for the assign-

ment of items on different maturity levels in the developed model construction context,

but hold the need for a further fitting, as the initial results in the thesis at hand did not

represent in a first step an already suitable model. Every item had to be reassigned by
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an average of 0.77 levels.

However, although all items had to be reassigned, with regard to the maximum possible

reassignment of five (from level one to level six and vice versa), the application of the

quantitative approach leads to suitable results. It could be shown that the extent of

reassignment is not linked with the novelty of the topic in focus. Both measurements

related to established topics (e.g. Combination of data sources known from the field of

BI), and novel topics (e.g. Big Data strategy) underwent similar reassignments. Simi-

larly, within the group of topics with a low extend of reassignment, both novel as well

as established topics could have been found.

The model could be successfully deployed in an industry context as the second part of

the evaluation. A high agreement between the model based evaluation and the experts

evaluation of the companies’ maturity could have been found. Following these findings,

it can be concluded that the model represents the practical understanding of maturity

adequately.

With this summary of the Chapter 5, the construction process is completed. The re-

sulting Big Data maturity model can be found in figure 5.8. The list of according

measurements per maturity level can be found in figure 5.5.

In the final chapter, a conclusion of the thesis and the research-related limitations is

given, followed by the concluding outlook for further potential research in the field of

Big Data maturity models.



Chapter 6

Final

In the beginning of this research, the guiding research question - searching for possi-

bilities to improve the analysis of huge data amounts from different sources and with

heterogeneous structures can be improved - has been described. From the general intro-

duction to specific aspects for the relevant questions, the chapters 2 to 5 have been used

to fulfil the research goal, the development of an industry-independent maturity model

for the field of Big Data.

In order to recapitulate the work, the contribution of each chapter is described and the

results are compared with the set goals in the beginning of the thesis. This summary is

followed by the discussion of potential limitations, arising from the concept of maturity

itself as well as the method-based limitations. The final part of this chapter gives an

outlook of the potential further development of maturity models and Big Data in the

research context and describes potential future research fields.

6.1 Summary

The beginning of Chapter 2 offers a first characterization of Big Data. Based on a mixed

qualitative and quantitative approach, using recent literature on Big Data, Data, IT in-

frastructure, Method and Application have been identified as describing dimensions.

The assignment of recent publications on Big Data to the phases of a generalized data

analysis process - aiming at the identification of current emphasizes and white spots in

research on Big Data - revealed an under-represented consideration of the steps data

174
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selection, result visualization, and result interpretation/action in the current Big Data

research. The emphasis is on research associated with data pre-processing and analysis,

driven by infrastructural-related topics.

Besides the description of dimensions and relevant topics, a comprehensive overview has

been given by presenting a critical perspective on Big Data, targeting political, legal,

ethical, and scientific issues.

In the following Chapter 3 the concept of maturity models and the contextual brackets

of Design Science Research have been presented as a starting point for the subsequent

maturity model development.

By comparing different maturity construction models, key elements of the model con-

struction have been identified, namely Scope, Design model, Develop instrument and

Implement and Exploit. The analysis of different maturity models in the data analysis

context from fields such as Business Intelligence revealed that no existing model is solely

focusing on Big Data. Furthermore, for those models that partly address Big Data rel-

evant topics, a lack of theoretical foundation in terms of i) no underlying theoretical

construction model and ii) a lack of evaluation and validation approaches could be iden-

tified.

Based on the described characteristics of maturity models and the related construction

models (Chapter 3), Chapter 4 contains the development of the construction model used

in this thesis.

In doing so, the construction approach by Becker et al. [2009] has been selected as a

basis and enriched by several aspects from the construction model by De Bruin et al.

[2005]. As both models do not consider sufficiently i) the specialty of the object in

focus (novel, yet undefined topic with a need for clarification) and ii) the emphasis of

the model evaluation (ensuring that the model represents the practical understanding

of maturity in the practical context) - described in Chapter 1 and 4, the developed

construction model that is applied in this research, emphasizes the description of the

maturity object in focus, Big Data, and the evaluation of the developed artefact, the

maturity model. A two-step evaluation approach has been developed, evaluating both

the construction model itself (evaluation against the identified research gap) as well as

the resulting maturity model (evaluation against the real world).

The governing aspect for the construction approach has been the correspondence with

the principles of design science research by Hevner et al. [2004] and the principles of
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correct modelling [Becker et al., 1995], resulting in a sound theoretical foundation of the

resulting construction model.

Chapter 5 contains the deployment of the developed construction model. Out of the

four dimensions, identified during the literature review in Chapter 2, the dimensions

Data has been identified and complemented with the dimension Organization as a basis

for the model development. As a bottom-up approach has been used, in a first step,

a questionnaire, containing measurements that target different capabilities of Big Data

relevant topics, has been developed, discussed with industry experts, and pre-tested.

One finding of the developed questionnaire has been, that the identified measurements

partly represent an enhancement of existing maturity models, e.g. from the field of

BI. Both new topics e.g. the process for the identification and evaluation of new data

sources, as well as new items for existing topics, e.g. the result processing have been

identified as relevant in the field of Big Data.

The resulting questionnaire has been answered by 71 companies from different industries

and sizes. In the next step, for each item the related item difficulty has been calculated,

using a statistical approach from the field of the IRT. This difficulty has been used as a

vehicle to determine the maturity of each item, assuming that the higher the calculated

difficulty, the more mature the associated capability is expected to be. Based on the

difficulty, the items have been subsequently assigned to six maturity levels using a ward

clustering.

The resulting initial model has been evaluated in a two-step approach. In a first step, it

has been discussed regarding the correct assignment of the measurements to levels with

the members of the focus group and the measurements have been reassigned accordingly.

As the second part of the evaluation, the resulting fitted model has been deployed at

eleven companies and the resulting model-based maturity assessment has been compared

with the maturity evaluation of an industry expert. Based on interviews with the fo-

cus group members, reasons for potential differences between the model based maturity

evaluation and the industry expert evaluation have been identified, incorporated and

translated into the final model.

Following the description of the final model, the maintaining process has been presented.

With regard to the different needs, the execution of the maintaining has been described,

both in an industry as well as research context.

After describing the course of research, the fulfilment of the overarching goal, the
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• Development of a maturity model for the field of Big Data

and the subordinated goals

• Using a quantitative bottom-up approach for the model population and the

• Development of a model evaluation process,

defined in Chapter 1, are discussed regarding their fulfilment.

1. Development of a maturity model

An indicator for the success of this research project is the fulfilment of the research

goals. By developing the model as described in Chapter 5, the overarching goal of

this thesis as stated in Chapter 1, has been accomplished. Contrary to the criticism

of most of the existing maturity models, the presented model has been developed on

a sound theoretical foundation, based on a design science oriented construction model,

applying a quantitative bottom-up population approach. By deploying the model at

eleven companies it could be shown that the constructed model can be used to address

the problems described in Chapter 1; the companies’ uncertainty which capabilities

should be developed, in order to improve the handling of Big Data. The evaluation of

companies’ capabilities can be taken as a starting point for an improvement of abilities

in the field of Big Data.

2. Using a quantitative bottom-up approach for the model population

The next goal, the testing in how far a quantitative approach can be applied in a field,

which contains both novel and established aspects, could also be met. It could be shown

that one challenge, when applying a quantitative bottom-up approach for the model

construction for a novel topic like Big Data, is the identification of measurements. Due

to the absence of existing maturity models for Big Data and the low number of relevant

publications, the input of a focus group is needed in order to gain a sufficient practical

relevance.

3. Development of model evaluation process

The development and application of a suited maturity model evaluation that is supposed

to i) contribute to the theoretical foundation and ii) prove the practical relevance and

applicability of the model as the third research goal could be accomplished as well.
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Concerning the first part of the model evaluation, it could be shown that a quantitative

approach can be applied for the assignment of items on different maturity levels in the

developed model construction context. At the same time, the discussion of the initial

model with the focus group members - as the first step of the evaluation against the real

world - yet revealed the need for a further fitting.

Every item had to be reassigned by the industry experts by an average of 0.77 levels.

This low reassignment shows that although all items had to be reassigned, the applica-

tion of the quantitative approach leads to suitable results. It could be shown that the

extent of reassignment is not linked with the novelty of the topic in focus. Both items

related to the established topic known from the field of BI, and novel topics underwent

similar reassignments. Similarly, within the group of topics with a low/high extend of

reassignment, both novel as well as established topics could been found.

The model could be successfully deployed in an industry context as the second part

of the evaluation. In this context - the identification of companies, covering the whole

range from maturity level one to maturity level six in order to achieve a full-range

model evaluation - has proofed itself as demanding for a novel topic like Big Data.

Nonetheless, a high agreement between the model based evaluation and the expert’s

evaluation of companies maturity could be found. This can be interpreted as an adequate

representation of the practical understanding of maturity by the developed model.

The positive model evaluation gains in weight when looking at the different scopes of the

two maturity evaluations. The model is focusing on the dimensions Organisation and

Data, whereas the expert is evaluating the companies’ capabilities along all Big Data

dimensions. Despite these differences, the comparison shows a high agreement between

the model and the experts’ based assessment, indicating a broad coverage and relevance

of the selected dimensions.

6.2 Limitations

The thesis at hand contains several limitations, which can be predominantly divided in

those, that result from i) the concept of maturity models and those that result from ii)

the applied methods in the course of this research.
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6.2.1 Maturity concept based limitations

One major limitation concerns the relation between maturity and performance. A higher

maturity, although perceived as a desirable state, does not necessarily lead to an im-

provement of a company’s performance. An insufficient operationalization can override

a high maturity. Consequently, a correlation between organizational performance and

maturity cannot be drawn directly, although several topics of the developed model focus

on the operationalization, e.g. the definition and standardization of analysis processes.

Therefore, the relevance and explanatory power of the developed maturity model can

be fostered by examining an improved performance on a higher maturity level. A longi-

tudinal study, analyzing different companies on different maturity levels and comparing

financial performance indicators in the course of time could help to close this gap.

The aspect of performance is of special interest for Big Data with regard to the volume

of potential investments and the needed organizational changes. Due to the novelty of

this topic, to the best of the authors’ knowledge, no research in this field exists so far.

A second limitation results from the dynamic character of the topic Big Data. Due to

the speed of development e.g. regarding the costs and the scope of analytics applications

as well as the increasing professionalism in the utilization of large amounts of data with

different degrees of structure, the model holds a high need for a regular update. With

regard to the needed time for the model development in a research context, especially

the needed time for data gathering and the evaluation process, it can be partly outdated

when the construction process is completed. Therefore, the maintaining process plays a

critical role in order to ensure a permanent model relevance.

Another potential limitation comes with the selected level of abstraction, being a core

decision of each maturity model construction process. The maturity model holds a

certain level of abstraction due to the generalization regarding industry, company size,

and application. On the one hand, this limits the explanatory power, as the contained

items are selected to be regained in the majority of the companies. With regard to

the early stage of the topic Big Data, the trade-off has been made towards a general

model that is intended to act as a starting point for further, more dimension specific

maturity models in the Big Data context. With the increasing spread of Big Data

related applications, it is assumed that with each maintain process, the granularity of

the models measurements can be improved.
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6.2.2 Method based limitations

Within the contextual brackets, the Design Science Research, both qualitative and quan-

titative methods have been applied: mainly i) text mining, ii) focus group, and iii) IRT.

The applied methods will be evaluated regarding the resulting limitations.

Text Mining

One limitation resulting from the applied methodology can be found in Chapter 2 during

the identification and validation of dimensions on Big Data. The limitation targets

the influence of the breadth of the analyzed topic and the results of the topic models.

It could be shown that the explanatory power of the approach decreased when the

analyzed corpus contained only dimension-specific publications, e.g. solely technology-

oriented. The results based on the broader corpus of Big Data publications, including all

dimensions, led to better results. These differences in explanatory power are represented

in the different values for the model precision. Therefore, the results from the topic model

application on the specific dimensions have not been processed further.

Additionally, the corpus with 247 analyzed abstracts is relatively low compared with

other publications using the topic model approach on established topics, owed to the

novel character of Big Data. With the increasing number of publications regarding Big

Data, the explanatory power of the topic model applications may increase. As the focus

of the work at hand is on the phenomena of Big Data, further search terms have been

left out intentionally.

Nonetheless, for future research, the focus on the search term Big Data carries the risk

that publications, which are relevant for the topic but marked with another tag, e.g.

the rising notion of Advanced Analytics are left out. Furthermore, relevant topics, e.g.

organizational aspects might not appear in the analysis, as publications on that topic

have not been published yet.

Focus Group

The input of the focus group depends amongst others on the members’ academic back-

grounds and practical experience. Therefore, the composition of the focus group has

an influence on the overall results, as the focus group members have an influence on

the resulting maturity model in terms of the contained topics and measurements and

their assignment to different maturity levels. This limitation could partly be solved.
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Although a random set of focus group members is hard to be achieved, by increasing the

number of the members of the focus group with a heterogeneous background, regarding

to the aspects mentioned above, a broad knowledge base could be reached. Yet, a higher

number of new focus group members for each construction step could contribute to the

broader knowledge base.

Item Response Theory

The potential limitations that go along with the application of the IRT have already

been discussed in the model population step (Chapter 5). Besides that, the basic concept

of using the item difficulty as a vehicle to determine the maturity of each measurement,

contained in the questionnaire can be seen critical, as it leads to problems concerning

the different scales. As it has been described in construction step 5 (Chapter 5), the

continuous numbers per item (valuation 0-1) can be seen in conflict with the maturity

concept, limited to absolute numbers, that range in the thesis at hand from 1 to 6.

Consequently, the delta of the item difficulty between the item with the highest item

difficulty value and the one with the lowest difficulty of one maturity level is not nec-

essarily equal along all maturity levels. This limitation loses in relevance as, resulting

from the re-organization of the items based on the discussion with the focus group, the

final order of the items is not following the initially calculated difficulty values.

As the approach from the IRT has been applied on a data set resulting from answered

questionnaires, the Characteristics of the Respondents pose an influence and potential

limitation. The responses do not necessarily reflect the actual situation of a company,

as the respondent may not have a sufficient overview, e.g. about existing projects. This

accounts especially for larger companies. Consequently, the background and knowledge

of the respondents have a major influence on the quality of the initial model. This po-

tential bias is not specific for this thesis, it is rather a general problem of data gathering

based on un-controlled answering of questionnaires and can be found in similar works

as well [Lahrmann et al., 2011b]. By distributing the questionnaire in different fora,

allowing an anonymous answering without a personal approach, the sample has been

compiled as random as possible.

For future research, personal interviews, following a random sampling of companies and

interviewees for the data gathering could be used in order to gain a better insight into
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the company practices and allow to interpret the responses.1

6.3 Outlook and future research

The interest in maturity models in the field of Big Data as a tool for the evaluation

of companies’ capabilities is supposed to increase in the coming years. Based on the

increasing utilization of data in different contexts throughout different industries, ana-

lytics will be increasingly perceived as a potential competitive advantage [McAfee and

Brynjolfsson, 2012; Buhl et al., 2013]. The presented maturity model is the first pub-

lished model for the evaluation of capabilities in the field of Big Data with a research

background. It can be taken as a starting point for different directions of future re-

search questions in the Big Data maturity context, that will be discussed subsequently.

Starting from the described limitation - the level of abstraction - an overview about the

potential directions is described.

The scope of the maturity model has been defined in the beginning of the model con-

struction. With regard to the novelty of the topic Big Data, a broad scope has been

selected to develop a model that allows a holistic view on capabilities in the Big Data

context. Coming from this holistic model, potential further research directions can be

structured along two perspectives - contextual aspects and Big Data Dimensions.

The contextual aspects target size, industry, and field of application. The different fo-

cuses can be integrated in the model during the maintaining process in phase one, the

definition of the model scope. These can be seen as the framing conditions, which define

the context, for which the model is developed.

The Big Data Dimensions - Data, Method, IT infrastructure and Organisation - enable

a further scoping, allowing a drill down into dimension-specific capabilities.

The combination of those two perspectives, contextual aspects and the Big Data dimen-

sions, allow a structured demonstration of the fields for potential further research.2

1Although the interview character can lead in turn to a bias of the respondents’ behaviour as well
[Newman et al., 2002].

2As the dimensions have already been explained in Chapter 2, the following description is narrowed to
the contextual aspects.
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Size

A potential direction could be the development of maturity models, that focus on com-

panies with a specific size, e.g. small-medium enterprises, followed by the comparison of

a size-specific and a size-independent maturity model. Although the increasing digital-

ization affects companies of all sizes, it could be more challenging for smaller companies,

due to budget and knowledge constraints, to build up relevant capabilities in the field of

Big Data. A size-specific maturity model would allow for the comparison between the

capabilities of companies with similar sizes, in turn, drawing a more specific picture.

Industry

As described in Chapter 5, the industry of a company and the history based experi-

ences may influence its maturity. Companies belonging to the finance sector could in

general possess a higher maturity as they have constantly been confronted with and

were utilizing larger amounts of data compared with manufacturing businesses. There-

fore, the development of an industry specific maturity model and the comparison with

a cross-industrial model can reveal industry relevant capabilities and characteristics.

Field of Application

For the developed model, the goal was to identify topics and items that can be used

for a company’s maturity evaluation independent of the underlying application. This

resulted in a majority of topics belonging to the organization dimension. With an

increasing integration of analytics throughout companies, the number of applications is

supposed to increase as well. Therefore, the development of application-specific models,

e.g. for the field of marketing or production, allows the identification of application-

relevant topics. This focus may allow the integration of further dimensions, e.g. the

infrastructure into the model.

Another aspect targets a cross-dimensional facet. As described in the section model

evaluation (section 5.6), the maturity of one aspect may influence the overall maturity

of a company. Therefore, the uni- and bilateral dependencies of different topics hold

potential for further research. Investigations on this field can allow carving out aspects,

which are dominating the overall maturity evaluation of a company.

For each of the three described aspects it can be decided, if a general perspective (without

a drill-down) or a specific perspective is pursued. The combination of different aspects
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allows numerous future research fields, contributing to the relevant topic of maturity

models in the field of Big Data.

Summing the future of maturity models up, as described, the increasing relevance of Big

Data for companies is going to have a positive influence on the topic of maturity models

in the analytics context. Both from a research perspective with regard to the increasing

number of potential dimension-specific maturity model research topics, as well as from

a practical respective companies’ perspective, focusing on the need for tools to evaluate

the capabilities in the field of analytics, the already high need for Big Data maturity

models will increase. Hevner et al. [2004] sums this understanding up by stating

"The goal of behavioral-science research is truth.

The goal of design-science research is utility."

which has been used as a guidance for the development of the maturity model in this

thesis.
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Fragebogen Forschungsprojekt Big Data Reifegradmodell 

 
 

 
 

- 1 - 

 

   

 

 

Sehr geehrte Damen und Herren, 

 

vielen Dank für Ihre Unterstützung unseres Forschungsvorhabens. 

Ziel der Befragung ist die 

 

 
Entwicklung und empirische Validierung eines Reifegradmodells 

zur Bewertung der Fähigkeiten von Unternehmen 

im Umgang mit großen Datenmengen (Big Data) 

 

 

Ein Reifegradmodell dient der Bewertung von unternehmensseitigen Fähigkeiten sowie dem 

Aufzeigen von Optimierungspotentialen. 

Das auf Basis der Befragungsergebnisse entwickelte Modell wird im Anschluss praxis-orientiert 

aufbereitet und den teilnehmenden Unternehmen zur Verfügung gestellt, so dass es für Benchmarking-

Zwecke verwendet werden kann. Bei der nachfolgenden Reifegradmodellanwendung unterstützen wir 

Sie gerne. 

 

Bitte füllen Sie den Fragebogen so aus, dass Sie die für Sie zutreffende(n) 

Antwort(en)/Ausprägungsmöglichkeit(en) mit einem x markieren (Dauer: ca. 10 Minuten). Dabei wird 

Big Data mit einem Fokus auf Datenanalyse betrachtet, weshalb die Begriffe im Folgenden synonym 

verwendet werden. Unter Datenanalyse verstehen wir sämtliche Tätigkeiten, welche im 

Zusammenhang mit dem Erstellen von Reports/Berichten und sonstigen Datenauswertungen stehen. 

Die von Ihnen gemachten Angaben werden selbstverständlich anonymisiert verarbeitet. Aufgrund der 

Ergebnisdarstellung in aggregierter Form sind Rückschlüsse auf einzelne Unternehmen nicht möglich. 

 

Bitte speichern Sie den ausgefüllten Fragebogen und senden ihn per Antwortfunktion zurück oder an 

die folgende E-Mail Adresse:  

 

thomas.hansmann@leuphana.de 

 

Alternativ können Sie den Fragebogen auch faxen. 

Vielen Dank! 

 

Bei Rückfragen stehen wir Ihnen selbstverständlich jederzeit zur Verfügung. Falls gewünscht, kann 

der Fragebogen auch gemeinsam mit Ihnen im Rahmen eines Telefonats oder persönlichen Gesprächs 

durchgegangen und ausgefüllt werden.  

 

 

Prof. Dr. Peter Niemeyer und Thomas Hansmann 

Institut für elektronische Geschäftsprozesse 

Leuphana Universität Lüneburg 

Scharnhorststr. 1 

21335 Lüneburg 

Fon: 04131-677-1664 

Fax: 04131-677-1749 
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- 2 - 

 

Bitte nennen Sie die Branche, in der Ihr Unternehmen tätig ist:  

 

Produzieren-

des Gewerbe 

 

Informations- 

und 

Kommunika-

tionsbranche 

 

Handel  

 

Dienstleis-

tungen 

 

Banken & 

Versicher-

ungen  

 

Energie 

 

Gesundheits

wesen 

 

Sonstiges 

 

Bitte nennen Sie die Mitarbeiteranzahl Ihres Unternehmens: 

 

0-100 

 

100-500 

 

500-1000  

 

1000-5000 

 

5000-10.000  

 

10.000-50.000 

 

> 50.000 

 

Bitte nennen Sie Ihre Position im Unternehmen: 

 

Geschäftsleitung/ 

Vorstand 

 

Bereichsleitung/ 

Abteilungsleitung 

 

Teamleitung/ 

Projektleitung  

 

Mitarbeiter(in) 

  

___________________________________________________________________________ 

 

Block 1 – Management und Organisation 
 

Datenanalyse-Strategie 
Bitte nennen Sie, sofern vorhanden, das Level, auf dem die Strategie für Datenanalyse definiert/vorhanden und 

kommuniziert ist  

 
Keine Strategie 

 
Bereichsweit (z. B. 

Produktmarketing) 

 

Bereichsübergreifend 

(Gesamtes Marketing) 

 

Unternehmssparte 

 

Unternehmensweit 

 

Datenanalyse-Projekt/Initiative 
Bitte beschreiben Sie, in wie weit Sie derzeit ein eigenständiges Projekt im Bereich Analytik/Big Data 

verfolgenden 

 
Kein Projekt, auch 

nicht geplant 

 
Kein Projekt, 

jedoch fest in den 

nächsten 12 

Monaten geplant 

 

Derzeit in der 

Projektplanungs-

phase 

 

Analysephase 

abgeschlossen 

 

Projekt wird 

derzeit 

durchgeführt 

 

Projekt 

abgeschlossen 

 

Datenanalyse-Projektsponsoren 
Für den Fall, dass Sie derzeit ein Analytik-Projekt haben, nennen Sie bitte den Projektsponsor / 

unternehmensinternen Auftraggeber (ansonsten weiter mit der nächsten Frage) 

 
Mehrere dezentrale 

Sponsoren aus der IT 

 
Zentraler Sponsor aus 

der IT 

 

Zentraler Sponsor aus 

dem Management 

Bereich 

 

Analytik/BI Abteilung 

Sponsor 

 

Geschäftsleitung 

Sponsor 
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- 3 - 

 

Kostenkontrolle der Datenanalyse  
Bitte markieren Sie, wie die derzeitigen Analyselösungen auf Wirtschaftlichkeit überprüft werden 

 

Keine Kosten-Nutzen-

Rechnung 

 

Projektbasierte Kosten-

Nutzen-Rechnung 

 

Verwendungsorientierte  

Berechnung 

 

Erfolgsorientierte 

Kalkulation 

(Gesamtsicht) 

 

Derzeitige Umsetzung der Datenanalyse 
Bitte markieren Sie, auf Basis welcher Systeme und Anwendungen derzeit Analysen durchgeführt werden  

 

Ad-hoc Analysen (z.B. 

spreadsheet-basiert mit 

MS Excel) 

 

Statische Reports 

(vorgefertigte Reports) 

 

 

Integration 

verschiedener Analyse-

Frontends für 

Aufbereitung statischer 

Reports 

 

Nutzung 

Analysesoftware 

(Anwendung 

verschiedener 

Algorithmen auf Daten 

des Data Warehouse) 

 

 

Flexible, proaktive 

Analytiklösung 

(vereinfachte 

Anwendung 

verschiedener 

Methodiken auf Daten 

verschiedener Quellen 

etc.) 

 

Häufigkeit der Analysen 
Bitte markieren Sie, wie häufig Analysen auf Ihrem Datenbestand durchgeführt werden 

 
seltener als wöchentlich 

 

wöchentlich 

 

täglich 

 

laufend (Echtzeit) 

 

Verwendung der Analysen 
Bitte markieren Sie, für welche Zwecke Ihr Unternehmen Analyseergebnisse verwendet  

 
Monitoring von einzelnen 

Größen (z. B. Sensordaten, 

Abverkaufszahlen etc.) 

Zeitverlauf 

 

Klassifikation 

(Kundenpotentiale, 

Abwanderungsanalysen, etc.) 

 

Explorativ  

(Verwendung verschiedener 

Analysemethoden auf einen 

Datensatz) 

 

Prädiktiv  

(Zukunftsorientierte 

Aussagen, z.B. 

Strategieentwicklung 

 

Bereitstellung von Analysen / Reports 
Bitte markieren Sie, auf welchem Wege derzeit Reports den Mitarbeitern bereit gestellt werden 

 

Reports werden  ausgedruckt 

/ digital (z.B. in pdf./xls-

Form) zur Verfügung gestellt 

 

Standardberichte werden auf 

einem abteilungsweiten 

Informationsportal zur 

Verfügung gestellt 

 

Standardberichte werden auf 

einem unternehmensweiten 

Informationsportal zur 

Verfügung gestellt 

 

Standardberichte werden auf 

mobilen Endgeräten bereit 

gestellt (Smartphone/Tablet) 

 

 

Weiterverwendung der Analyseergebnisse 
Bitte markieren Sie, wie Ihr Unternehmen Analysergebnisse in der Folge weiter verwenden 

 

Manuelle Weiterverwendung ohne 

Integration in definierte 

Entscheidungsprozesse 

 

Standardisierte, manuelle 

Weiterverwendung der Ergebnisse in 

definierten Entscheidungsprozessen 

 

Standardisierte, automatisierte 

Weiterverwendung  
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- 4 - 

 

Nutzergruppe I 
Bitte markieren Sie, welche Mitarbeiter in Ihrem Unternehmen softwareseitig mit Analytik-Lösungen arbeiten 

(entwickeln von Methoden, erstellen von Analysen)  

 

Einzelner Datenanalyst 

 

Key User/ 

Datenanalysebe-

auftragter je Abteilung  

 

Eigenständige 

Datenanalyse-

Abteilung 

 

Mittleres Management 

 

 

Alle 

Unternehmensbereiche 

 

Nutzergruppe II 
Bitte markieren Sie, welche Mitarbeiter in Ihrem Unternehmen mit den Ergebnissen der Analytik-Lösungen 

arbeiten  

 

Einzelner Datenanalyst 

 

Key User/ 

Datenanalysebe-

auftragter je Abteilung  

 

Eigenständige 

Datenanalyse-

Abteilung 

 

Mittleres Management 

 

 

Alle 

Unternehmensbereiche 

 

 

Erfolgskontrolle der Datenanalyse 
Bitte markieren Sie, in welchem Umfang Ihr Unternehmen derzeit den Erfolg der Datenanalyseanwendungen 

kontrolliert   

 

Kein Erfolgskontrolle 

 

Sporadische 

Nutzermeetings 

 

Regelmäßige 

Nutzermeetings  

 

Standardisierte, 

unregelmäßige 

Erfolgskontrolle 

 

Standardisierte, 

regelmäßige 

Erfolgskontrolle 

 

Prozessmodell der Datenanalyse  
Bitte markieren Sie, wie weit die derzeitige Analyselösung auf standardisierten, dokumentierten Prozessen 

aufsetzt   

 

Informelle Prozesse / 

keine Standardisierung 

 

Erste etablierte 

Prozesse auf Basis von 

Routineabläufen  

 

Standardisierte, 

dokumentierte Prozesse 

auf Abteilungsebene  

 

Standardisierte, 

dokumentierte 

Prozesse & Kontrollen 

auf Abteilungsebene 

 

Verpflichtende, 

unternehmensweite 

Prozesse und Kontrolle  

 

___________________________________________________________________________ 

 

Block 2 - Datenmanagement 
 

Vorgehensmodell Datensammlung  
Bitte markieren Sie, wie Ihr Unternehmen bei der Identifikation von Daten für Analyseanwendungen vorgeht 

 

Fokussierung auf 

bestehende Daten 

aus Datawarehouse 

 

Unregelmäßiges 

Screening nach 

weiteren, 

unternehmensinter

n verfügbaren 

Daten  

 

Unregelmäßiges 

Screening nach 

weiteren, 

unternehmensin- 

und extern 

verfügbaren Daten  

 

Regelmäßiges 

Screening nach 

weiteren, 

unternehmensin- 

und extern 

verfügbaren Daten 

 

Standardisiertes 

Vorgehensmodell 

für die regelmäßige 

Erstellung einer 

Übersichtskarte 

über 

unternehmensin- 

und extern 

verfügbare Daten 

 

Erstellung 

Übersichtskarte 

sowie zusätzliche 

Vorab-Evaluierung 

von Daten bzgl. 

ihrer potentiellen 

Nutzenstiftung (für 

konkrete 

Anwendungsfälle) 
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Quellen der verwendeten Daten 
Bitte markieren Sie, aus welchen Quellen in Ihrem Unternehmen Daten für weiterführende Analysen geschöpft 

werden 

 

Interne, strukturierte Daten 

(z.B. Absatzzahlen) 

 

Interne, strukturierte und 

unstrukturierte Daten (z. B. 

Absatzzahlen und 

Außendienstmitarbeiterbe-

richte)  

 

Interne, strukturierte und 

unstrukturierte Daten sowie 

externe, strukturierte Daten 

(z. B. quantitative 

Marktforschungsdaten) 

 

Interne, strukturierte und 

unstrukturierte Daten sowie 

externe, strukturierte und 

unstrukturierte Daten (z. B. 

Soziale Netzwerke, 

qualitative Marktforschung) 

 

Zusammenführung verschiedener Datenquellen 
Bitte markieren Sie, in wie weit derzeit die Daten aus verschiedenen Quellen zusammengeführt werden 

 

Keine Zusammenführung 

 

Sporadische, manuelle 

Zusammenführung, wird nur 

bei Bedarf für spezifische 

Analysefragestellung 

durchgeführt 

 

Manuelle Zusammenführung, 

regelmäßige Integration neuer 

Datenquellen, unabhängig 

individueller 

Analysefragestellungen 

 

Automatisierung, 

standardisierte 

Datenzusammenführung 

 

Durchführung Datenqualitätsmanagement (DQM) 
Bitte markieren Sie, wie das DQM im Vorfeld der Datenanalyse durchgeführt wird 

 

Manuelles, ad-hoc 

DQM 

 

Definierte DQM 

Rollen  

 

Definierte DQM 

Prozesse 

 

Automatisiertes DQM 

 

Zuständiges DQM-

Team  
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Appendix B

Step 6.2 Evaluation based on the

deployment of the fitted Model -

Evaluation of additional

companies

In section 5.6.2, the second evaluation step for the evaluation against the real world has

been explained. Besides the two exemplary described ones, nine more companies have

been evaluated. The aspects driving the experts assessment can be found subsequently.

191
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Table B.1: Overview evaluation results step 6.2

No. Industry Employees Expert
evaluation Degree of fulfilment

1 Service In-
dustry 500 - 1000 4-5

2 Retail 1000-5000 2-3

3 Service In-
dustry 1-100 3

4 Banking /
Insurance 1-100 1-2
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No. Industry Employees
Expert

evaluation
Degree of fulfilment

6
Banking/

Insurance
100-500 3-4

7
Telecom-

munication
>50,000 4

9 Retail 1000-5000 3

10
Banking /

Insurance
5000-10000 2-3
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No. Industry Employees
Expert

evaluation
Degree of fulfilment

11
Banking /

Insurance
1000-5000 4

Company 1

Company one is a service company, offering the design and operation of bonus programs

to its customers, e.g. airlines or retail companies. Following the expert’s opinion, the

company is one of the most mature companies he is aware of. Data analysis is central-

ized within the company due to the company’s organic growth, keeping the data analysis

centralized for national affiliates as well. Another indicator for a high maturity is the

implemented automated data quality management.

The company is open-minded towards innovations in the field of data analysis, e.g. the

availability of analysis results on mobile devices has been enforced by the management.

Comprehensive investments have been undertaken in recent years in data analysis ap-

plications and infrastructure, primarily driven by demands by the marketing and sales

department.

The company is continuously screening the company-internal data universe and its en-

vironment for further available data sources. Processes in the field of data analysis are

standardized on a company-wide level and controlled. Altogether, data and their analy-

sis are one of the company’s primary resources leading to a maturity evaluation of four

to five. The reason for the high but not highest evaluation is that these amounts of data

stored are not utilized for analysis purposes completely. Only parts of the available data

sources are further processed, leaving potential further insights aside.

The model based evaluation has its highest fulfilment on level six as three out of four
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items on level six are fulfilled, resulting in a blurred representation of the actual distri-

bution of maturity.

Company 2

Company two is an example of a corporation whose management is aware of the potential

that data analysis holds. This awareness resulted in the definition of a cross-divisional

analysis strategy and the use of analysis applications throughout the company. Several

initiatives have been started but only a few applications are up and running, primarily

in the field of analytical online marketing, e.g. customer retargeting. The analysis are

primarily static, pre-defined reports. The subsequent result processing is not standard-

ized and carried out manually. External data are not processed, the focus is on internal,

structured data already stored in the data warehouse. One problem area is a lack of

analytical relevant knowledge. The pressure to build know-how in the field of analysis

it not yet sufficient as analysis are carried out only on a weekly basis. Following the

experts’ opinion, the described company will reach a higher state of maturity in the

next few years under the condition that the management increases the pressure in terms

of definition of further analysis relevant projects and at the same time, increases the

investment in the development of data analysis knowledge.

The model-based evaluation for company two is closer to the experts evaluation com-

pared with company number one. Level two holds the highest degree of fulfilment,

followed by four, three and five. This reveals one weakness of the sole graphical repre-

sentation of maturity. Due to the unequal distribution of topics and related items/mea-

surements on the maturity levels - the majority is on levels four and five - in most model

applications these levels show a certain degree of fulfilment. In contrast, if the maturity

level is calculated, resulting in a single number, these outlier are reduced, as the average

over the individual degrees of fulfilment is calculated.

Company 3

The third company offers IP TV solutions, similar to apple TV. Comparable to company

number two, several initiatives have already been started, driven by the management

level, which has also fostered the company-wide definition of a analysis strategy. The

comprehensive amounts of data are only partly analyzed using an individual data analy-

sis software and the results are processed manually, hampering the operationalization of

analysis potentials. The TV log files, for example, are analyzed and used for time-delayed
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next best offer applications but not for real time targeting personalized advertisement

purposes. Another aspect determining the middle maturity is the lack of standardiza-

tion, both for processes regarding the data analysis itself as well as the success control,

and the centering of the report definition on one person, although the whole company is

working with the analysis application. Furthermore, the lack of structures and processes

currently hinders the company from reaching a higher level of maturity from the experts

point of view.

As mentioned before, the explanatory power of items can differ, depending on the com-

pany in focus. In this case, the industry expert emphasized that the company-wide

analysis strategy, as well as the project sponsoring by the management, is rather owed

to the relatively small size of the company than the highly perceived relevance of the

aspect of Big Data.

The model application results in the highest degree of fulfilment for level four, followed

by two and three, speaking for, comparable to the experts evaluation, an average matu-

rity of three.

Company 4

Company four belongs to the field of Banking/Insurance and can be seen as an example

of a company that is at a very early stage of analytics. Although the management is

project sponsor, the focus is on internal structured data, which are already stored in

the data warehouse. No screening for further data sources exists. The data prepro-

cessing contains an individual, manual gathering of data from different internal sources,

which are processed manually in terms of combination, data quality management, and

structuring. In the industry expert’s opinion, one reason for the low maturity that simul-

taneously also hinders a short-term improvement of the maturity, is the lack of defined

responsibilities for data analysis. Although the company has an individual analysis soft-

ware (QlikView), the analysis are mostly ad-hoc and spreadsheet-based and carried out

less often than on a weekly basis. Summarizing, the company has multifaceted fields

of application with regard to the potential available data sources as well as the numer-

ous nearby analysis tasks. Those are not pursued due to i) the lack of standardization

and automation as well as ii) the lack of investments in knowledge and standardization,

which are at this stage necessary to move to a next maturity level.

Again, the model based assessment os close to the experts one, although the aspect of

responsibility is not covered by the developed maturity model.
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Company 6

Company six is an example of the relevance and influence of the workforce and their

knowledge on the overall success of a Big Data application. The organization is staffed

with a comprehensive IT infrastructure for analysis purposes, containing both sufficient

storage capacities as well as analysis front-ends. The further use and development of

analysis applications is impeded by the concentration of the relevant knowledge on two

individuals within the whole organization, which in turn only results in limited capa-

bilities in the analysis field. The company’s management is aware of this situation but

has not yet reacted. The two employees responsible for data analysis are lacking in an

understanding of the needs of the departments regarding reports and analysis as well

as the integration of results in the business processes. At the same time, the existing

knowledge is distributed unequally between the departments. A majority of the employ-

ees (users of the analysis applications) have only very limited knowledge regarding the

available applications which also accounts for analysis tasks set up in Microsoft Excel.

Consequently, only a small share of the stored data is processed.

During the discussion with the industry expert, evaluating company six, one potential

enhancement of the item set has been identified. The developed maturity model does

not measure and evaluates the centralization of analysis relevant knowledge within the

department or company. A company that concentrates its knowledge on a small group of

individuals faces a short-term loss of knowledge in the event that these employees leave

the company. Alternative items in the model that partly allow statements about these

aspects are those regarding the process standardization and documentation. Although

this does not compensate the loss of knowledge carriers, standardized and documented

processes can help to absorb such loss [Szulanski, 1996]. Nonetheless, the relevance of

knowledge as a critical resource in the data analysis context will increase due to the lack

of sufficient qualified workforce [Manyika et al., 2011].1 Again, the model-based results

with the highest fulfilment on level 3 and 4 are coherent with the assessment by the

expert.

Company 7

1An emphasized consideration of knowledge and its diffusion could be an advancement of further models,
as it will be explained in more detail in the outlook (Chapter 6). It could not be further considered in
the current model due to i) the limited time of the thesis and ii) as it has not been mentioned by the
focus group as an aspect, which absence reduces the value of the model significantly.
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Company seven is another example of a higher maturity as several analysis-relevant pro-

cesses are already standardized and data analysis has already become a strategic topic.

The analysis department has defined numerous analysis and is continuously working on

further analysis tasks, although such tasks are not necessarily always based on clearly

defined targets.

The company’s development towards a stronger Big Data orientation is slowed down

by i) a lack of knowledge in the central IT and ii) a lack of managerial decision-making

and operationalization of analytics on department level, comparable to company number

five.

Regarding i) the IT is unable to cope with the requirements, set by the analysis de-

partment. Therefore, the employees in the IT department try to postpone the requests

in order to avoid an obvious excessive demand. As a consequence, the analysis de-

partment has started building their own IT department to reduce the dependence on

the centralized IT department. The second obstacle is the lack of decision-making by

the department management regarding matters such as investments. This affects the

processing and operationalization of analysis results as they are not yet integrated in

existing business processes. In turn, after the initial analysis is carried out, no additional

insights and values are generated.

The two issues lead in addition to a third problem. Both the sporadic implementation

of employees’ ideas by the IT department and the lack of operationalization result in the

employees’ lack of motivation. Altogether, this negatively affects the overall department

performance.

The highest degree of fulfilment can be found for level four, which goes along with the

experts’ assessment.

Company 9

In contrast to company number eight, described in construction step 6.2, company num-

ber nine does not have a knowledge problem. The employees in the BI department are

well experienced and have extensive knowledge in the field of data analysis, focusing on

company internal, structured data. The relevance and role of data analysis is formulated

in a company-wide strategy. Despite the awareness of analysis on the management level,

the company lacks of sufficient standardization, both regarding the analysis processes

itself as well as the success control, the DQM and the identification for new data sources.



Appendix B. Step 6.2 - Evaluation of additional companies 199

The major topic slowing down the company’s development, leading to a middle matu-

rity level despite the highly capable workforce, is the organizational structure and the

management approach. The management of the BI department steers the employees

project work based on a so called championship challenge. 2

The analysts do not share their knowledge and the BI department has a higher fluctu-

ation compared with other departments of the company. The model application results

in an evaluation with the highest fulfilment for level two and three, close to the expert’s

evaluation. The industry expert mentioned one situation, in which the only the score

code of a model exists, the underlying process code is not available or understandable

any more (several thousand lines of code without comments) and therefore the results

are not observable as well. Another example is a larger excel-based analysis tool, which

starts a macro, which in turn starts a macro and so on. Again, the employee in charge

has left the company, therefore the individual model steps are not observable.

Company 10

Company ten is another example for a company which has started its development

towards a higher data orientation but lacks in a holistic approach and coordination

of the different initiatives. As a consequence, in a rather explorative-driven approach

different isolated applications are implemented, leading to data silos. This fragmented

development is partly owed by the geographical spread of the different company parts,

leading to a need for intensive coordination amongst the individual countries.

Besides the geographical aspect, the second critical aspect is the responsibility for the

analysis relevant projects in the IT department, as no central BI department exists.

The IT department is responsible for analysis related tasks e.g. adding further data

sources or changing reporting structures. As a consequence, a significant share of the

IT department’s capacity takes the handling of change requests from application users.

A third aspect results from the lack of standardization. Currently, the company lacks in a

data governance, leading to a suboptimal meta data management. It exists no common

2For every scoring model building task, two colleagues compete against each other. The model with
a higher precision will be implemented. When the model maintaining is carried out at a later point
in time, the winning colleague is challenged by another colleague. This system leads to a highly
competitive environment amongst the colleagues of the BI department. Consequently, the employees
preprocess the data on their own (therefore every analyst works with a different database) and do not
give variables descriptive denominations, using hashes instead in order to prevent their competitors
from learning based on their results. As a result, if an employee leaves the company, the colleagues are
not necessarily able to understand the developed models. This problem is currently tried to be solved
by a project for the development of a homogeneous database.
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understanding along the different subsidiaries of main aspects, e.g. the definition of

"new customer", "turnover" etc. Therefore, the company focusses primary at the re-

organization of the reporting-oriented processes to reduce the "uncontrolled growth" as

named by the expert.

Although the three named critical aspects are not covered by the model, the resulting

evaluation is the same as the experts’ one.

Company 11

Company eleven has set up a BI competence center resulting from a high management

awareness, which has been both staffed with sufficient manpower as well as a budget

for analytic-relevant projects. A company-wide analysis strategy has been defined and

used for the development and coordination of individual initiatives based on a road map.

Therefore, the company is aware of the next steps to improve the capabilities in the field

of Big Data.

Currently missing capabilities are in the field of operationalization of the analysis results

as no standardized process exists for the further processing of results and reports. The

company is aware of the related potential but the needed organizational changes have

been pushed to the end of the Big Data roadmap.

During the interview with the consultant, it became clear again that the aspect of

coordination of different projects is another relevant aspect. As a few items on level six

are fulfilled, the model evaluation differs from the expert’s assessment, whose evaluation

is steered by the lacking operationalization of analysis results. This raises the challenge,

that some topics have a higher perceived relevance from an experts point of view for the

maturity assessment than others.
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